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The speed of digital transformation has resulted in new challenges for job seekers to become lifelong learners
and to develop new skills faster than before. In this paper, our main objective is to examine how online content
can serve as indicators for changes to the Information Technology (IT) industry and its in-demand skills. To
study this relationship, we collect Reddit posts to represent social media content and job postings to reflect the
IT industry based on which we explore possible correlations between them. Further, we propose a methodology
to quantitatively estimate the predictive power of social media content for future in-demand skills. Our results
show that the frequency of skill-related conversations on Reddit correlates with the popularity of skills in job
posting data. Additionally, our findings indicate that the number of social posts dedicated to a specific skill can
be a strong indicator for future job requirements. This is an important finding because identifying what skills
the labor force should acquire will assist job seekers to plan their lifelong learning objectives to (a) maximize
their employability, (b) continuously update their skills to remain in demand, and (c) be informed and actively
engaged in defining knowledge trends, rather than reactively becoming informed of the latest information.
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1 INTRODUCTION

While the evolution of technology, such as automation, artificial intelligence, and big data, has led
to increased productivity and higher economic growth [43], it has also had a notable impact on the
labor market, in-demand skills, and jobs. For example, today fewer people work in manufacturing
compared to 1997 and many low-skill jobs have disappeared in, for example, the post office, book-
keeping, and customer service sectors [76]. Even high-skilled workers are pushed down to perform
jobs that were traditionally done by low-skilled workers [30]. A study by Frey and Osborne [30],
who trained a Gaussian process on O*Net occupations for predicting their automatability, showed
that about half of the US occupations are at the risk of being automated. Although this study
does not indicate a time horizon for technological job-loss, it estimates this mass unemployment
happening in the next 10 to 20 years.
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Although it is not feasible to predict how exactly digitalization will impact the labor force [59, 76],
previous studies show that technology is in favor of more skilled workers [43]. In addition to
the importance of education and skill acquisition in the knowledge economy [30], the speed of
digital transformation has remodeled existing jobs and has created new occupations that require
new/multidisciplinary skills [17]. These changes are so fast that McKinsey Global Institute (MGI)
reported that by 2030, up to 14 percent (75 M to 375 M) of the global workforce should change their
job category and acquire new skills to be able to survive in the new job market [57]. Therefore,
learning becomes a lifelong process and lifelong learners are required to develop skills faster than
before. However, this rapid evolution of work and skills can lead to a lack of agreement on the
disciplinary knowledge required for work that makes the process of job seeking and acquiring
relevant skills challenging for both job seekers and learners [49]. Moreover, the ambiguity of the
required knowledge and the speed with which skill demands change can affect the workforce’s
mental health and lead to anxiety [78, 84]. Greenspan [36] claims that these psychological effects
will remain high on the workforce and learners in the knowledge economy, in which learning is a
constant activity. Therefore, the need to continuously inform the workers on the changes in the
job market and in-demand skills to help them upgrade and obtain new skills is paramount.

The computer-supported cooperative work (CSCW) community has a rich tradition of exploring
and offering a deeper understanding of new forms of work in the evolving economic models [29, 51].
For example, CSCW researchers have already proposed a variety of computational tools that
recommend new skills to lifelong learners and job seekers to support them in new skills acquirement
for dealing with the rapidly evolving in-demand skills and the associated ambiguity [41, 63].
Recently, there has been a growing interest within the CSCW community to explore the impact of
social media on professional development and the understanding of evolving skill requirements [48,
58]. However, to the best of our best knowledge, the existing literature does not provide any insight
on the possible relationship between social content and skill demand change in the job market.
Given the important role of social influence on individuals’ skill development [16], there is a clear
methodological gap in estimating the impact of online social content on skill demand shift.

In this paper, we examine whether social content can serve as an indication for the future of
IT skills. In other words, we are interested to discover whether the content provided by online
social communities can be considered as a source of information to obtain insight into the future
in-demand IT skills. To this end, we propose a quantitative methodology to measure the correlation
between social content around skills and job requirements reflected on Reddit and job postings, re-
spectively. We systematically curate job postings and content posted on Reddit related to technology,
career development, and learning that reflect the skills in the “Skills and Competencies” concepts
from the ESCO ! ontology [86]. Next, we study how each skill mentioned on Reddit correlates
with skill representations within the job postings. Finally, we develop a Granger causality-based
framework [35] to identify how social content are indicators of future job requirements.

Our work provides the following contributions:

(1) First, we empirically show the presence of a meaningful correlation between social content
posted on online social platforms and future in-demand IT skills represented in job postings.

(2) Second, we show that by using historical social and job posting data, we can estimate the
shift time at which the maximum correlation between online content and in-demand IT skills
occurs.

(3) Third, we suggest that social content is an appropriate factor for gaining insight into the
future skill requirements of IT jobs. A clear application of our study is providing insight to

Ihttps://ec.europa.eu/esco/portal/skill
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lifelong learners to help them systematically decide how and where to invest their time and
resources to continue to be in demand, stay relevant, and reduce the risk of unemployment.

We hope this work inspires a new research direction that gives considerable consideration to the
role online content can play on determining the future of in-demand skills. We believe that our
findings enable future research to weigh social content in designing more insightful career and
skill progression tools.

2 RELATED WORK
2.1 Historical Context of Labor Market Research

In previous studies, CSCW and HCI scholars have investigated the impact of technological advance-
ments, such as Artificial Intelligence (AI), on the labor market and the future of work [33, 53, 64].
According to a literature review conducted by Lima and Souza [22], the interest in obtaining insight
into the future of work dates back to 1956 with a growing amount of research in the 2000s. For
example, Wang et al. [89] and Kalimeri and Tjostheim [42] studied the effect of Artificial Intelli-
gence (Al) on employment and society, respectively. Moore [61] showed that Al enables human
resource managers to more effectively acquire new talents and make decisions about their existing
employees. Also, using internal and external data and utilizing machine learning algorithms, Moore
argued that organizations can better understand their workforce performance, behavior, and the
chance of attrition. However, despite the productivity enhancements offered by Al, the workforce
might feel higher levels of anxiety and stress due to the constant feeling of being tracked [61]. Kluge
et al. [46] explored the psychological impact of technology on the workers in different age groups.
They showed that younger workers are significantly more impacted in terms of stress compared to
both experienced and older workers. Other aspects of the future of the work include, but are not
limited to, crowdsourcing [7], emergent skill relationships [37], professional development [49, 58],
future workplace [9, 13, 38], and cognitive-based workstations [81]. Although the future of work
has already been studied from different perspectives, reviewing all such content is beyond the scope
of this paper. Therefore, in this work, we only review the literature related to skills and professional
development.

The literature shows that in addition to new trends in the labor market, the very nature of
work has also undergone considerable changes over the years. Advancement of technology has
altered the world economy with new economical models, such as the gig economy [87] and the
sharing economy [52, 72], which have reshaped the concept of employment and job. CSCW and
HCI scholars are among the communities to investigate the technology-driven transformation of
work(places) and new forms of work [29, 51]. These new forms include, but are not limited to,
crowdwork [7, 10] and on-demand mobile work [5, 39], which refer to a series of tasks that are
conducted by digital labor through a web-based platform, such as Amazon Mechanical Turk and
clickworker, or software applications, such as Uber and Lyft [23]. According to the report presented
by the international labor organization [5], the most important reasons for conducting on-demand
work through digital labor platforms include the ability to work from home, having time flexibility,
and receiving a complimentary source of income. However, the majority of the tasks on the digital
platforms are currently simple tasks that do not require high education or a wide range of skills
which further exacerbate the lack of skill development and career advancement.

Previous studies have shown that technological advances have shifted the labor market towards
highly skilled workers [43] with an increased polarization between job opportunities and unem-
ployment [15]. Also, technological change has caused the creation of new occupation types and
dramatic change within existing jobs by requiring new skills and knowledge that were not required
in the past [17]. Therefore, these occupational changes have led to a lack of agreement between
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the required skills and the workforce knowledge [49]. For this reason, a growing body of literature
is dedicated to understanding such rapid changes and the rise of new job types. We review these
works in the context of our research in the next subsection.

2.2 Skill Development and Skill Demand Analysis

There have been efforts to provide insight and build tools within the CSCW and HCI communities
that help learners and job seekers to transit to new jobs and acquire new skill sets as work becomes
increasingly knowledge-intensive. As argued by Garn [32], some of the key success factors for
learners in 2030 are the abilities to predict the skills that need to be learned and continuously gain
new knowledge to keep up with industrial change. To support the skill development process, Broos et
al. [8] have proposed a framework that provides Science, Technology, Engineering, and Mathematics
(STEM) students feedback on their learning skills. Similarly, Kaewkiriya [41] introduced a tool
in which information technology skills are recommended to students based on criteria, such
as interpersonal and logical-mathematical intelligence. There have also been other works that
offer a variety of tools to help job seekers and employees gain the required skills in the job
market [25, 63, 75]. In addition to the works that primarily focus on helping students and job seekers
gain industry skills, CSCW researchers recognize other factors that can impact skill development.
For example, Marlow and Dabbish [58] reported the positive impact of the interactions that users
have on an online community-based network named Dribbble on their professional development.
Kou and Gray [48], studied Reddit and specifically, a subreddit called “r/userexperience”, where
users share knowledge and information about UX design. They investigated what UX professionals
reveal about their knowledge and how self-disclosure supports professional communication. Finally,
they showed that there is a connection between self-disclosure and professional development.

Besides skill development, it is crucial to systematically examine the shift in skill demand and
continuously inform job seekers and lifelong learners about the skills that they should learn. Despite
the importance of identifying the evolution of skills demand, only in recent years, quantitative
analysis of the labor market is maturing [69]. There is a growing body of research utilizing historical
data to analyze the trendiness of skills and career opportunities [85, 86, 92] for recommending
new skills [18] and jobs [1, 31, 73]. As an example, Zue et al. [94] and Xu et al. [93] used job
postings from an online recruitment platform to capture the change in recruitment demands. They
used unsupervised learning algorithms to find the topic of each job posting for analyzing how the
trends are changing. Aiming to investigate how the workforce adapts to the labor market changes,
Chancellor and Counts [11] studied employment demand by analyzing the number of searches
in different job categories on a search engine. Similarly, Jhaver et al. [40] used search queries to
investigate the evolving trend of skills within the labor market.

One of the limitations of existing approaches is that they overlook the relationship between the
variables that impact the labor market in favor of building predictive models. Additionally, existing
literature on the future of work primarily relies on historical recruitment data and disregards
the value of social media in analyzing future skills demand [66]. A benefit of using social media
content over historical job postings is having access to near real-time data, which is valuable
for fast-changing conditions. For example, as a result of the most recent global pandemic, most
organizations across the world had to quickly turn to remote work. This new working situation
required workers to obtain new IT skills to be able to work from home and survive in the changing
economy. However, job postings took several months to reflect this new demand. In contrast, users
on social media immediately started discussing the changes that the pandemic had brought about.
For instance, a new sub-community named “COVIDProjects” was created in March 2020 on Reddit
for users to discuss job demands related to COVID 19. The quick reflection of changes in social
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networks before they become prevalent in job postings provides valuable insight for skill training,
job replacement, and career planning.

The goal of our work in this paper is to study the impact of social content in this context. While
there has already been a rich body of work on how social media can be used to understand different
phenomena, such as mental health [28, 79], physical activities [2], social behaviors [56], food
choices [21, 82], and social jet lag [54], among others, how online social content can be used to
model the labor market remains unexplored. In this work, we study how social content can be
indicative of the skill demand shift.

3 RESEARCH QUESTIONS AND HYPOTHESIS DEVELOPMENT

The main hypothesis of our research is to investigate whether online communities can indicate
the changes in the IT job market. Although this hypothesis is not studied in prior work, there is a
growing body of literature that suggests that social media is an effective source for understanding
skill evolution in emerging jobs [49]. Occupations, such as cloud architects and network security
engineers, are evolving fast without any consistent indication of the essential skills [45]. This
rapid change introduces many uncertainties and challenges for universities to reflect occupational
skill requirements in their curriculum and for learners and job seekers to follow a clear learning
path for acquiring the required skills and entering the job market. Existing research in CSCW
shows the content from online social communities has the potential to garner an understanding
of in-demand skills [48, 58]. In community-based social media, such as Twitter and Reddit, users
form a community with common goals and therefore they will interact more willingly even with
strangers [90]. Kou and Gray have shown that people are comfortable with revealing information
about their academic and professional backgrounds, future occupation plans, and skill development
experiences within online social communities [48]. Constant et al. have shown that the technical
advice obtained from strangers in situations where the information seeker has access to experts
can be even more helpful compared to those coming from her strong ties. As Reddit is a virtual
community formed based on weak ties between users from different countries, diverse levels
of societal power, and knowledge expertise, individuals have the chance to connect to others
with superior knowledge, resources, and expertise. Such weak ties allow the users to freely share
their personal experiences and knowledge on a variety of topics including technological trends,
potentially in-demand skills, and the evolution of the needs of certain market segments [68].

Despite the growth in the interest toward utilizing social content to answer a variety of societal
questions, such as mental health [26], nutrition [82], and hate speech [65], to name a few, to the best
of our knowledge, there has not been much work that takes advantage of social content to obtain
actionable insight related to the job market. However, some of the existing studies in other domains,
such as health and finance, are close to our research, from a methodology perspective. In the rest of
this section, we discuss our research questions and review some methodologically-relevant related
works, summarized in Table 1, that have motivated our work.

To use social media to model the effect of user-generated content on social phenomena, existing
works often adopt two strategies, outlined in Table 1: (S1) identifying the variables that represent
the social data and the phenomenon under study and finding any relationships between them, and
(S2) developing quantitative models to understand the impact of the social content on the future of
the phenomenon under study.

As shown in the first half of Table 1, in the first strategy (S1), we note that it is a common practice
to represent data with its volume. Phillips and Gorse [71] highlight the importance of volume to
understand the relationship between social media and financial market movement. Similarly, Sun
et al. [88] used word counts to find the correlation between the stock market and Twitter user
activities. From the labor market perspective, Yiming et al. [67] represented user data on Twitter
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and Linkedin with word counts and investigated the relationship between personality traits and
career progression. We adopt a similar strategy in our first Research Question (RQ):

RQ1: Is there any relationship between the frequency of social content and future IT skill
demands expressed in job postings?

As it is shown in the second half of Table 1, in the second strategy (S2), insights on future
social phenomena are inferred from online social content. For instance, an increasing number of
researchers study the future and evolution of health-related issues with the aid of online social
content. Notable examples include the work by De Choudhury et al. [19] who employed a Logistic
Regression based model using word counts and the volume of Reddit posts and comments to get
insight into future suicides. Dutta et al. [27] applied Granger causality and developed VAR models
to understand the changes in online interaction from the changes in users’ anxiety levels. Similarly,
Shen et al. [83] developed VAR models and conducted linear and nonlinear Granger causality tests
to estimate the future volume of traded Bitcoins. In a recent work conducted by Wu et al. [91], an
occupational phenomenon named job burnout was studied using a social medium called Weibo. In
their work, the authors identified job burnout posts with representative keywords, such as “work
burnout” and “job burnout” and introduced different sets of variables by using posts words volume,
posts sentiments, and the number of likes, posts, comments, and reposts. Then, the relationship
between these variables and burnout was identified using the T-Test and Chi-Squared Test to
understand whether these variables can be the right indicators. Motivated from this line of research,
we put forward our second research question as follows:

RQ2: How can social content indicate the future of in-demand IT skills? In other words, can
social content be used as an indicator for determining future job requirements of the IT industry?

By studying the correlation between social content and in-demand IT skills and the impact that
social content has on the IT job market, we can understand whether social media is a valuable
source of information to analyze future in-demand skills. It is important to note that the goal of this
study is not to add evidence to the causes and effects of the labor demand and supply, but rather to
sketch a broader picture of their equilibrium and try to find a source that helps us to understand
in-demand IT skills. By finding a relationship between these time series, meaningful information
on the required skills can be provided to job seekers, job providers, and educational institutes to
systematically prepare them for the changes in the job market in the future.

4 DATA
4.1 Gathering IT Skills Data

In this work, to study the relation between social content and future IT job requirements, we utilized
two data sources, namely Reddit and job postings. To curate our datasets, first, we collected a seed
list of skills from the European Skills, Competences, Qualifications, and Occupations website (ESCO)
that has been used in prior work in the context of labor market skills and occupations demand
[14, 45, 86]. At the time of this study, the ESCO classification consists of 13,485 skills/competences
and 2,942 occupations, mapped to exactly one ISCO-08 code in International Standard Classification
of Occupations ? (ISCO), which is a tool for international labor market reporting [4]. This connection
between ESCO and ISCO enables us to use ESCO for studying the job postings.

We collected a list of 273 skills and competences from ESCO to query Reddit posts and job postings.
These skills were gathered from all occupations under two broader categories namely, “information
and communications technology professionals” and “business and administration professionals”.
Two researchers manually went through the obtained list and removed the homonyms or general
skills, such as “Eclipse”, “Perl”, “Scratch”, “Statistics”, and “APL”, to name a few. The reason for

Zhttps://www.ilo.org/public/english/bureau/stat/isco/
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Table 1. A brief summary of several methodologically-relevant related work.

Strategy | Paper | Venue | Source | Data Rep. | Domain | Framework
Yiming et al., . Twitter + R Human Resource (career | Support Vector Regression
2017 [67] Big Data Linkedin Word counts (Reciptiviti) development) (SVR) + ensemble learning
Philli Volume of posts per term +
Strategy 1 an(ll lpSGorse SSCI Reddit volume of new subscribers | Finance (cryptocurrency | Hidden Markov — models
(S1) 2017 [71] ? and authors in each subred- | movement) (HMM)
dit + trading volume
Sun et al, IRFA StockTwits | Word counts Finance (stock market Sparse Matrix Factorization
2016 [88] movement) model
De  Choud- . .
hury et al, | CSCW Instagram | Topic models Public Health (food desert | Support Vector Machine
2016 [21] status) (SVM)
De  Choud- . .
hury et al, | CHI Reddit Word counts + volume of | Public I.{e.alth (mental Logistic Regression (LR)
2016 [19] posts and comments health/suicide)
Public  Health (social
Dutta et al, CWSM Twitter Word counts + supervised | interactions impacted by | Granger causality test + VAR
2018 [27] classifiers the change in anxiety | models
level)
Strategy 2 Support  Vector Machine
(S2) (SVM) + Logistic Regression
Saha et al, CSCW Twitter Word counts + ngrams + | Human Resource (job sat- | (LR) + K Nearest Neighbor
2021 [80] supervised classifiers isfaction) (KNN) + Random Forest (RF)
+ AdaBoost + multilayer
perceptron (MLP)
Word Counts + Posts, com- Support  Vector Machine
ments, and re-post volume . (SVM) + Logistic Regression
;X;l [()Elt] al, CSCW Weibo + likes volume + posts sen- }];Iumano Resource  (job (LR) + Decision Tree (DT)
timents + posts words vol- urnou + Random Forest (RF) +
ume XGBoost
Shen et al, | Economics . Volume of tweets + trading . . VAR mlodels +linear Grénger
Twitter Finance (Bitcoin trade) causality test + nonlinear
2019 [83] Letters volumes .
causality test

this was our inspection on the search results using such skills showed noisy posts. In addition, a
number of the skills were not frequent on either Reddit or job postings and hence were not helpful
for our purpose. As such, we removed any skills that had an aggregate frequency of less than 100.
As a result, we retained 55 skills. These skills are included in Table 8 (in the Appendix).

4.2 Finding IT Skills Job Market and Social Media Data Sources

We further describe how we used the above curated list of skills to acquire job postings and social
content. To obtain IT job postings data, we obtained historical job postings published in two career
websites, namely “Monster” and “Dice” from October 1, 2015 to July 1, 2016 from DataStock®. To
maximize the search results and to include different forms of skills, such as “Artificial Intelligence”
and “Artificial intelligent”, we lowercase, removed the stop words, and stemmed all the words.
Using this technique, we retained 1,223,619 job postings that contained at least one of the words in
our list of skills in their job requirement, job description, or job title. Finally, we removed duplicate
job postings that had the same city, company name, and job title and were posted within 14 days
from the initial posting. After these steps, 961,267 job postings remained in our dataset. Table 2
shows the statistics for the job posting dataset. Additionally, we illustrate the distribution of the
top-20 skills in this dataset in Figure 1.

Then, we downloaded Reddit posts from Pushshift! from October 1, 2015, to July 1, 2016. Similar
to job postings, all words in the title or body of the Reddit posts were lowercased, stemmed, and
stop words were removed. Then, we removed all the non-English posts, posts whose body or title
had the tags “deleted” or “removed” or they contained only digits. Additionally, we deduplicated
the posts that had the same title and author. Furthermore, we note there is content on Reddit that

Shttps://datastock.shop/
“https://files.pushshift.io/reddit/
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Table 2. Statistics of the Job Posting Dataset.

Description Count

Overall number of job posts 961,267
Number of unique companies 11,230
Number of unique cities 5,672
Number of unique states 50

Fig. 1. Distribution of the top 20 skills on job postings. ~ Fig. 2. Distribution of the top 20 skills on Reddit.

>

is solely for recruitment and job advertising purposes. These are often distinguished by “for hire’
and “hiring” tags. Therefore, to separate social content from online job postings, we filtered out
the posts that contained “for hire” or “hiring” tags. Finally, we removed the posts that appeared in
subreddits with less than 500 relevant posts.

Following the above steps, we were left with 2,426 subreddits, however, in an iterative process
through extensive tests, we created and updated a list of subreddit names that mainly contained
posts with homonymous skills. For example, posts in the subreddit “r/Taylorswift” had the keyword
“Swift” in them, which referred to the singer Taylor Swift and not Swift as the programming
language. Another example is C# which also exists in the “r/music” subreddit and refers to a
different concept than the programming language. To further eliminate the homonymous skills,
we removed 117 subreddits from the dataset that were specifically dedicated to news, academia,
or recruitment. Additionally, by removing all the subreddits that referred to non-technical topics,
such as “r/relationship”, “r/depression”, and “r/starwars” we reduced the number of the subreddits
to 554. Finally, we filtered out another 71 subreddits with less than 20 posts or based on their title
or subreddit description. For example, “r/RecruitCS” was described as a subreddit that recruits
CS players for a team and the content was not related to any of the IT skills in our list. Applying
this technique, we collected 99,202 posts in 483 subreddits. Statistics of the Reddit dataset and the
distribution of the top-20 skills are presented in Table 3 and Figure 2, respectively.
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Table 3. Statistics of the Reddit Dataset.

Description Count
Overall number of Reddit posts 99,202
Number of unique authors 52,785
Number of unique subreddits 483

4.3 Time Series Construction

After curating the two datasets based on Reddit posts and job postings, we built our time series
for temporal analysis. In each dataset, we computed the weekly volume of the Reddit content and
job postings around our list of skills. Since this frequency is different per week, we normalized
our datasets using the cosine normalization method [88]. Before constructing the time series, it
is crucial to test the stationarity of our data to detect the potential trending behavior that might
lead to fabricated regressions [62]. Appropriate statistical tools should be applied to detect whether
series are non-stationary and characterized with a unit root. However, informal methods, such
as plotting the data, can aid with stationarity tests. Therefore, we first visualized our time series
for each skill to identify any evident trends. In addition to informal methods, there are different
stationarity tests that check for unit root. Among these formal methods, similar to the previous
literature [3, 28], we applied the two popular tests called Augmented Dickey Fully (ADF) test [24]
and Kwiatkowski-Phillips-Schmidt-Shin (KPSS) [50] test for unit root tests.

The intuition behind the ADF test is that if data is characterized by unit root, then the time series
is defined by a trend. Therefore, the past values of the time series cannot help to understand the
future patterns and will lead to spurious results. In the ADF test, stationarity is checked via the
ADF statistic, which is a negative number. The more negative the ADF statistic is, the stronger
the rejection of the null hypothesis will be at some level of significance. Table 4 demonstrates the
results of the ADF test for some sample variables in our datasets. We can reject the null hypothesis
that the unit root exists if the p-value is smaller than 5% significance level and the test statistic
is smaller than the significance levels. As an example, we can say “Angular” is stationary with a
p-value of 0.0000 and 0.0006 and t-statistics of -6.2739 and -5.1025 in the Reddit and job posting
datasets, respectively. In Table 4, the p-value and s-statistics of the variables that reject the null
hypothesis are specified with a star. We apply first-order differencing [28] on any of the time series
that do not pass any of the stationarity tests, such as MongoDB in the job posting and C++ in Reddit
datasets, and then we run the stationarity tests on them again. After the first-order differencing,
all of the time series passed the stationarity test except for C++: t = —1.4, p = 0.58 in the Reddit
dataset and MongoDB: t = —2.22, p = 0.19 in the job posting dataset. Therefore, C++ and MongoDB
were excluded from the experiments.

By applying the ADF test, we determined the time series which are stationary without unit root.
However, it is possible for time series to not have unit root but be stationary around a deterministic
trend [50]. Thus, we applied the KPSS test on the time series that passed the ADF test. In the KPSS
test, the null and alternate hypotheses are opposite of the ADF test; the null hypothesis means the
data is stationary. So, we interpret the p-value such that if it is smaller than the significant level
(5%), then we reject the null hypothesis and we consider the data to be non-stationary. By applying
the KPSS test, the calculated p-values for all the time series were greater than the significance value,
which shows our data is not trend-stationary and therefore no further steps are required.
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Table 4. Augmented Dickey Fuller Test at Level of Some Sample Variables.

Variables Dataset t-statistics p-value 1% critical value 5% critical value 10% critical value
Angular Reddit ) —6.2739 * 0.0000 * —4.6974 —3.9940 —3.6516
Job postings —5.1025 * 0.0006 * —4.9701 —4.1225 —3.7276
MongoDB Reddit —6.3996 * 0.0000 * —4.6974 —3.9940 —3.6516
Job postings 2.5571 1.0000 —4.9701 —4.1225 —3.7276
Ansible Reddit —2.8585 0.3666 —4.8664 —4.0742 —3.6992
Job postings —8.0133 * 0.0000 * —4.7069 —3.9986 —3.6543
Ct Reddit —1.7498 0.8960 —4.9701 —4.1224 —3.7276
Job postings —5.0987 * 0.0006 * —4.9701 —4.1225 —3.7276
Reddit —2.7195 0.4431 —4.7392 —4.0140 —3.6636
Java Job postings  —1.7837 0.8871 —4.9701 —4.1224 —3.727

5 METHODOLOGY
5.1 Measuring Online Community Activity and Skill Demands Relationship

This section presents our approach to computing the relationship between online community
activity and IT skill demands. We define online community activity and skill demand as the
frequency of skills appearing on Reddit and job postings, respectively. Methodologically, similar
to [54, 77], we use the cross-correlation coefficient (CCF) to discover the relationship between job
postings and community activities and determine how well and at what point they best match up
to each other.

We compute CCF for every skill in our dataset. It is important to note that the measure of
similarity between the Reddit posts and job postings is only compared for two identical skills but
not across skills because of the diversity between skills and their behavior as shown in Figure 3.
In our work, the number of times that a skill is mentioned by Reddit users at time ¢ is examined
against the frequency of that skill showing up in job postings at time ¢ + 7. We measure the CCF
value of the Reddit time series for the job postings time series as:

E[X]obPostings(t + T)]E[XReddit(t)] (1)
G[onbPostings(t +7)]0[XRedair (t)]

where 7 represents the shift time by which the second time series is moved to represent the temporal
changes of the first time series, Xjopposting is the moved job posting time series by the shift time
7, and Xgeqqi; (t) is the Reddit time series. When 7 is negative, it means that we can use the first
time series, i.e. data from Reddit, to understand the second time series, i.e., the frequency of the job
postings [77].

RReddit,]obPostings(t, T) =

5.2 Granger-Causality and Skill Demands Indication

To measure the indicativeness of social content for future in-demand IT skills, we use Granger
causality that has been extensively utilized in previous works [27, 83]. Granger causality is a causal
inference method that provides us with information about future values of time series Y using
values of time series X [35]. This approach can identify the causal dependencies between time
series; however, it is important to note that Granger-causation cannot claim that X causes Y, rather
it determines whether X helps to understand the future evolution of Y.

Although this technique was originally proposed for economic time series data [34], it is now
widely used in other domains. For example, Arabzadeh et al. applied Granger causality on Twitter
data to discover whether a user’s social network can indicate the user’s future interests better than
their own historical preferences [3]. Dutta et al. [27] investigated Granger causation among temporal
anxiety levels of Twitter users and their online interactions. Pavlikova and Sini¢akova [70] used
Granger causality in the context of the labor market to investigate the impact of macroeconomic
labor market indicators, such as wages and labor cost, on future foreign investments in several
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Fig. 3. Temporal frequency of skills with different behaviours.

countries. In this study, we utilize the Granger causality technique to understand the relation
between online social content and in-demand skills. We can state that the frequency of job postings
containing a specific skill is Granger-caused by the volume of social content around the same
skill if regressing on both job postings and Reddit provides statistically significant information
on the future skills observed in job postings [3]. Mathematically, the two regression models for
determining the future frequency of skills in job postings can be defined as follows:

T T
X]obPostings(t) = Z al)(]obPostings(lL - 1) + Z ,BIXReddit(t - 1) + El(t)
I=1 I=1
. (2)
X]obPostings(t) = Z alX]ohPostings(t - 1) + EZ(t)
=1
where « and f are the coefficients of the model, 7 is the maximum number of shift times, and E; and
E, are the prediction errors. If the results of the Granger Causality test are less than a significant
value, i.e., p = 0.05, then we can reject the null hypothesis and conclude that the historical values
of Reddit Granger-cause the activities of job postings.

6 FINDINGS

6.1 RQ1: Relationship Between the Frequency of Online Community Activity and
Frequency of IT Skill Demand in Job Postings

6.1.1 Measuring The Relationship between Community Activity and Skill Demands. Figure 3 shows
the temporal frequency of four sample skills in both Reddit and job postings on a weekly-basis.
As shown in the figure, skills have different behaviors over time. For example, Figures 3a and 3b
illustrate a constant demand and contribution for SASS and Django in 10 months both in job
postings and Reddit. Unlike SAAS and Django, the occurrence of Machine Learning and DevOps,
shown in Figures 3c and 3d, have an overall increase both in job postings and Reddit. In addition to
the similar trend, we can observe that job posting fluctuations are in general similar to Reddit. For
example, we observe that both time series in Figure 3b follow the same trends from October 2015
to mid-April 2016, with a few exceptional days in January 2016. Then, the time series have inverse
relations from mid-April to June and end with similar patterns in July.

To understand the relationship between skill demand represented in job postings and content
on Reddit, we calculate the cross-correlation for the skills that passed the stationarity test. We are
looking for any relationship between the Reddit and job posting time series in time ¢ up to 19 weeks
after t (¢t + 19). Correlation values based on the weekly frequency of the skills appearing in job
postings and Reddit at different shift time can be found in Figure 4. By looking at Figure 4, we can
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Fig. 4. cross-correlation of all the skills in different shift times.

see that the shift time that different skills correlate with each other are different. For example, the
maximum correlation for Angular, Java, CSS, and Swift occur at shift time -3, —4, -2, and -5 with
0.36, 0.43, 0.36, and 0.41 coefficients, respectively. Therefore, we cannot select only one shift time
for all the skills that will correlate Reddit content and job postings with the maximum coefficient.
This finding is consistent with findings in information diffusion patterns on online social networks,
such as [55, 74] that showed topics become viral with different velocities in different time windows
depending on the topic.

In addition to finding a meaningful relationship between social content and job postings, we
are interested to know how long this correlation may hold. To answer this question, for each
skill we move the job posting time series by the best-discovered shift time. Then, we calculate
the correction between Reddit content and job postings every 4 weeks and compare it with the
overall CCF, as demonstrated in Figure 5. In Figure 5, this comparison is shown for 4 time series
named Linux, Devops, Xcode, and Computer Vision, where the constant line represents the overall
correlation at the best shift time and the histograms illustrate the correlation between Reddit and
job posting every 4 weeks. According to our observation, for the majority of skills, the correlation
every 4-weeks is higher than the overall correlation. This observation shows that the relationship
between social content and job postings is reliable. Therefore, job seekers and hiring managers can
rely on social content to continuously become aware of the skills that will become in-demand in
the future. The monthly correlation of all skills can be found in Table 10 (in the Appendix).

The first finding of this study is that there is a meaningful relationship between the social
content related to IT skills and in-demand skills represented in job postings. By analyzing the
cross-correlation results, we observe a strong temporal alignment between the number of jobs
that require IT skills and the number of times that Reddit users talk about those skills on a weekly
basis. For example, there is an absolute CCF value of 0.35 between the number of times that “Web
Programming” appeared in job postings at time ¢ and “Web Programming” mentioned on Reddit 13
weeks earlier t — 13.
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Fig. 5. Correlations between Reddit and job postings for each skill at the best shift time and every 4-week.

6.1.2  Minimizing data sampling bias. Social content has already enabled researchers to study a
variety of social phenomena. However, storing and analyzing large quantities of data has led to
computational challenges. Therefore, researchers are forced to apply different sampling techniques
to select and examine a subset of data that sufficiently represents the population under study [20].
If the selected content differs from the whole data in important ways, the findings might be biased
and the conclusions may not be generalizable [6] due to sample selection bias.

In the context of RQ1, one of the main threats to this quantitative study is sample selection
bias [69]. To evaluate whether our extracted data properly represents the whole social content,
when answering RQ1, we created two datasets by extracting Reddit posts in two ways: Dataset
1, which included posts that had at least one of our skills in their titles or body (99,202 posts),
and Dataset 2 that consisted of all posts that had our skills in the subreddit names (69,202 posts).
For example, “r/cpp” for the skill C++ and “r/csharp” for the skill C#. When there were more
than one subreddits for the same skill, we selected the subreddit with more members, posts, and
older creation dates. Furthermore, we selected the skills with the frequency of more than 100, as
mentioned in Section 4.1, from both datasets and we ran the ADF and KPSS tests on time series of
the skills-based on Datasets 1 and 2. We observed that two skills (C++ and MongoDB) in Dataset 1
and four skills (MongoDB, Business Intelligence, Project Management, SQL) in Dataset 2 did not
pass the test after first-order differencing. Therefore, they were removed from the datasets.

To compare the relationship between each Reddit dataset and job postings, we calculated the
cross-correlation of each skill in Datasets 1 and 2. The correlation results for each dataset per skill
can be found in Table 9 (in the Appendix). By comparing the correlation coefficients of each skill
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in Datasets 1 and 2 we noticed that out of all of the skills, in 18 cases the correlation between the
skills in Reddit and job posting was equal or slightly more in Dataset 1 compared to Dataset 2. The
correlation coefficients of the rest of the skills in Dataset 1 were only slightly less than Dataset 2.
Based on this comparison across two datasets that were extracted differently, we conclude that the
adopted data extraction approach can be considered to be valid.

6.2 RQ2: Relation between Online Social Content and the Future of In-demand IT
Skills

In this research question, we examine the potential of using social content to understand the
distribution patterns of skills in future IT-related job postings. In this section, we present our
findings and insights that were obtained through a Granger-causality framework, already described
in the Methodology Section. To identify whether Reddit reflects changes of future job posting
representations, we apply the Granger causality test to each skill in our dataset. If the obtained
p-value from the test is smaller than the significance level, i.e., 0.05, we can reject the null hypothesis
and conclude that the past values of Reddit Granger-cause future values of job postings. The results
of the Granger causality test for some sample skills are shown in Table 5. The columns and the
rows in this table represent the Reddit and job posting time series, respectively. For example, by
looking at this table we can infer that the frequency of the “Web Design” skill mentioned on Reddit
can indicate the future frequency of this skill in job postings. We report that the p-value of all
skills was less than 0.05 except for “PostgreSQL” with a p-value of 0.14. Therefore, drawing from
this analysis, the second finding of this study is that it is possible to use online content from a
community-based social platform, such as Reddit, to better understand the temporal changes in job
requirements. In other words, there is a significant linear functional connectivity between Reddit
content and job postings, i.e., Reddit time series Granger-causes in-demand skills in job postings.
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Table 5. Granger Causality test of selected skills; the columns are the skills from Reddit and are the determiner
series (X) and the rows are the skills from Job posting response (Y).

Reddit

Job posting PostgreSQL_ R WebDesgin_ R Angular R Tableau R Ansible R Robotics_R

PostgreSQL_J 0.1462

WebDesgin_J 0.0045

Angular_J 0.0000

Tableau_J 0.0086

Ansible_J 0.0000

Robotics_] 0.0056

0.24 -

0.22 -

0.20 -

0.18 -

0.16 -

CCF Values

014 -

i
1
_ — Actual CCF attime t 18 1

=== Predicted CCF at time t ¥

[=%-1=-4 Emunsy oy o gt N i b U=caf
ZTESRE SCpEY L eEREE 2P RS UEERE
SogiiE 2R BERSLBEAL SEg AoSESEREE TyRE
g2 i > BE pEi g £ K& PRuEe SfS
m 2 2 ] w2 @ 52 - ®m30 = =]
- i | H e Bg & =5 & £ T
g 2 2 o 5 2o we E = 3

= LT}
= 3 4 E & 8% = =
g g o3 B = =
F = ] z
b=l =
=S = E

Fig. 7. Observed Average CCF at Time t vs Predicted Average CCF at time ¢.

In addition to our interesting finding of Reddit content Granger-causing job postings, we further
investigate whether we can identify the optimal shift time to understand the future of IT job
postings. The reason that we are interested in the optimal shift time is that the speed and delay
for the spread of information on social networks are not the same for different topics [55, 74].
Therefore, it would not be possible to find a single shift time that would be universally applicable
for all skills in which a meaningful relationship exists. So, to identify the optimal shift time, we use
all observations that occurred up to ¢ — 1 to find the shift time at which the maximum correlation
between job postings and Reddit happens. Then, we use the optimal shift time up to ¢t — 1 to find
the CCF between the two-time series at time ¢. Figure 6 shows the time series for four sample
skills, namely Angular, Java, CSS, and Swift when the optimal shift time is used. In some cases, the
estimated optimal shift time is different from the actual best shift time. For instance, the CCF of the
“Web Design” skill is 0.36 at shift time -1, which is estimated as the optimal shift time. However, the
actual best shift time is -2, which leads to a CFF of 0.42. Figure 7 shows the CCF of each skill at time
t computed using the estimated optimal shift time versus the calculated CCF using their actual
optimal shift time. By inspecting Figure 7, we observe that the historical relationship between job
postings and Reddit has aligned with their relationship at time ¢ and the difference between their
estimated and actual CCF is not significant.

These results point to the third finding of our study that historical information of Reddit and
job postings can be used to estimate the optimal future shift time at which the maximum correlation
occurs between the Reddit and job posting time series.
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7 DISCUSSIONS

We began this study by asking whether social media can be considered as an indicator of changes in
the IT job market. To answer this question, we first investigated whether there is any relationship
between social content produced by online communities and in-demand IT skills. By applying a
quantitative method in Section 5.1, we suggested that the frequency of IT-related social content
posted on community-based platforms, specifically Reddit, has a noticeable correlation with future
in-demand IT skills within job postings. Also, we showed that the shift time at which the maximum
correlation between Reddit and job posting time series occurs can be estimated via historical data.
Then, we asked whether social content can provide insight on future IT job requirements. By
applying a Granger-causality framework introduced in Section 5.2, we showed linear functional
connectivity between Reddit content and job postings that suggests one can get insight into future
job requirements by tracking the frequency of skills mentioned in online communities.

Note that although our results shed light on the importance of social content for understanding
the IT job market, our findings are limited by the scope of our dataset. Therefore, our observations
are only valid for IT professionals and further studies are required to generalize the proposed
methodology for other skills and occupations. Moreover, we note that the goal of this study is not to
propose a skill prediction model. Rather, we focus on understanding whether, in the absence of any
other indicators, social content can be used to get insight into future job requirements. Therefore,
we do not examine the existence of any other relationships between our datasets. For example,
even though job postings might help us understand the social activities around a particular skill on
Reddit, we did not study this reverse relationship because it is beyond the scope of this research.

Previous research in CSCW touches on the future of work and labor market evolution [29],
and how social media can support skill development [48]. Despite the popularity of online social
networks, as a social analysis tool within the CSCW community, to the best of our knowledge, there
has been no work that investigates the potential of social media as a data source for indicating the
changes in the IT job market. Current state-of-the-art methods mainly rely on historical recruitment
data to find patterns of skill trendiness [92-94]. However, with rapidly evolving in-demand skills and
emergent disciplines, it is crucial for CSCW researchers to leverage suitable sources of information
to track the job requirements more systematically. This study provides the first empirical study
that highlights the possibility of investigating the future changes in the job market via a highly
available, large-scale, instant source of data. In the following sections, we discuss the implications
of our work for job seekers, hiring managers, and policymakers and conclude with limitations and
future works.

7.1 Implications for Job Seekers

In the knowledge economy, workers are required to be independent fast-learners who can identify
new opportunities, such as learning opportunities, and upgrade or gain emerging skills [32, 60]. Self-
regulated and continuous learning already encourages the workforce to be proactive in learning
the skills that are required to complete their tasks, even if those skills are not a part of their
job mandates. This requires the workforce to be vigilant and proactive in gaining new skill sets.
In this context, McGregor et al. [60] finds that despite the importance of continuous learning,
obtaining new skills is not necessarily happening within the context of on-the-job training and by
the employers, but rather is happening through personal networks and outside-of-work interaction.
Similarly, CSCW scholars showed that frequent occupational changes make online communities
a more effective source of information for skill development because of the fast reflection of the
most needed skills [58].
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Table 6. Real examples of Reddit titles and posts - how job applicants use Reddit.

Title Summary of the post Subreddit

Tam a novice web designer and wanted to expand my resume more and be able to
do more than just HTML, CSS,basic jquery,bootstrap.I am delving into Ajax,Json
but am confused and don’t want to waste time on outdated technology. I know
basic ASP classic. I am so confused about what to learn next.

Ruby/ruby on rails. Django .net not so much as my job is a .net shop and I am too
far behind and not in the team that does NET as I am on 2.0 and they are on 4+.

T am a junior in university taking a semester off for personal reasons. I have de-
cided to gather up some certifications to boost my resume (my GPA is quite
low from switching majors). What are the most useful/best certifications to snag
Info Sys student taking gap  up in my time?

semester, have questions. Tam looking at security+ at the moment. Also what languages should I learn?
I am skilled in Java and C# and of basic skill in R (I think python might be a good
move). What would you guys do with a semester off in my shoes? Any advice is
appreciated.

I need to update my skills. Currently I am a backend programmer who does
front end once in a while. I'd like to use my vacation to learn more frontend and
put currently trending APIs/platforms on my resume. I don’t want any language
specific suggestions. I'm not convinced SPA is a good idea but I'm considering  r/Webdev
looking at angular 2. React seems good do any of you recommend learning
it? Is there anything else I may want to use with JQuery or bootstrap? Is
there a list of very popular JQuery and Wordpress plugins?

For those that made the ca-  when it comes to that i would think either a degree in CS, or certificates would be
reer change into a program-  best rather than "completed X tutorial on X website etc ...

ming position with virtually = Thave been thinking about this awhile now and was dead set on paying for an on-
no experience to begin with,  line programming that would net me a certificate that I could prove that I learned,
what did you use as resume  but wondering those that have taken the leap into coding and have landed
builders? a job, what did you add to your resume?

Help needed how to continue r/IWantToLearn

r/Sysadmin

What API/Platforms should I
learn for web programming?

r/Learnprogramming

Further, our results shed light on the importance of online communities as a potential source of
information for monitoring the skills that can become highly in-demand and necessary requirements
in future jobs. Our finding is in accordance with prior works that showed the role of OSNs in
understanding the required skills for emerging jobs [32, 48]. We observed that some of the job
seekers already rely on online experts’ opinions to improve their interviewing skills and to obtain
insights on the most in-demand skills that need to be reflected in their resumes to maximize their
employability. Table 6 illustrates the titles of 4 posts, a shortened version of their post content made
by job seekers, and the name of the subreddits. We observe in these examples that users usually
provide a summary of their background and knowledge, the reason that they want to upgrade their
skills or resumes, such as entering the job market or career transition and then seek advice from
the community. In the “summary of the post” column of Table 6, the main sentence that clarifies the
type of required help from the community is highlighted. The findings in the paper hint that the
workforce may rely on their own social circles and online communities to smoothen their learning
curve, get insight into the skills that will assist them to perform their job more effectively, and
understand important skill trends within the labor market to stay in demand.

7.2 Implications for Hiring Managers

Besides the significant role of social media in knowledge production, previous studies highlight
the importance of social networks in recruitment and hiring processes [44]. It is important to
note that in previous studies the main focus has been on understanding how social media, such as
Linkedin, facilitates talent acquisition [47]. However, in this study we noticed that similar to lifelong
learners and job seekers, hiring managers rely on online communities to become aware of the latest
in-demand skills for different occupations and reflect them in their job requirements. In Table 7,
we show the title, “summary of the post”, and subreddit of 4 posts shared by hiring managers or
recruiters. In the “summary of the post” column of Table 7, the main sentence that clarifies the
type of required help from the community is highlighted. As shown in Table 7, hiring managers
may be aware of the general requirements and the job title that they are looking for. However, they
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Table 7. Real examples of Reddit titles and posts - how hiring managers use Reddit.

Title Summary of the post Subreddit

I'm a Director of Research for a financial services company, and we’re looking to

hire an Al specialist for the first time (right now we’ve focused on having PhD in

Maths that generate models). While I'm eager to hire someone with this skill-set,  r/Artificial
I'm finding it difficult to know what to look for.

Does anyone have some advice on what it takes to find the good Al specialist?

I'm the technical co-founder in a startup that creates software solutions for 3D

graphics designers. The software is quite complex, combining multiple program-

ming languages (full stack web + windows native app), and it is also poorly docu-

mented.

Looking for advice about hir-  To meet with our users’ expectations we are planning on hiring our first engineer

ing the first engineer for our  to help me out with development, but I've never done this before. Should I try  r/Startups
SaaS$ startup getting someone part time and then scale up to a fulltime dev later?
Should I'look for someone who could work on the whole product alongside me,
or should I divide it up, so for example I would only work with the frontend and
they could work on the backend? Is it possible to have a remote team right away
in these early stages, or is it necessary to start out in an office working together?
We've recently started to hire for a CTO position to lead the tech side of our startup.
We’re at a pretty important point of transition where the team is starting to grow
quite quickly, so we need someone with great team management skills, but for the
next couple of months it’ll also be important for them to dive into the code and
really help on delivery as we ship products.

Would love input on the job spec we’ve put together - I've already made quite
a few updates from other input received so far. It’s a really tricky hire, so I'm keen
to make the spec / role as compelling as possible...

Irun a web design and development agency and we’re looking to hire somebody
to help us bring new business. We're calling the position "Head of New Business"
and I'd like to get some thoughts on what we should expect from experience,
expectations, and salary/compensation). A few details to help paint a picture
of the role and company:

[The author provides details on the company, the available budget, the timeline,
location, department] r/Sales
We’re looking for somebody who can prospect, find new leads, and close new

projects.

We don’t have experience hiring a biz dev person and would love some advice.

What should we expect experience wise? How many years? What are the

top attributes to look for in this position, e.g. prospecting ability, previous

goals, experience?

How do I hire an Al special-
ist?

We're hiring a CTO with
node.js background, but is
that actually what we need?

r/Node

Advice for hiring a biz devel-
opment person

still seek advice from online experts to understand what skills they should look for, whether they
need full-time or part-time employees, the suitable working environment, compensation, and years
of experience, to name a few.

As mentioned in Section 4.2, in the pre-processing step, we removed the subreddits that are partic-
ularly dedicated to recruitment posts, such as “r/recruitment” and “r/recruiting”. However, by look-
ing at Table 7, we can see that hiring managers and recruiters also use other non-recruitment sub-
reddits, such as “r/startups” and “r/sale” and technical subreddits, such as “r/node” and “r/artificial”
to get hiring advice. This observation might indicate that recruiters and hiring managers in the
IT industry are also active consumers of Reddit and they rely on social data for in-demand skill
awareness as much as lifelong learners and job seekers do. Our findings and observations suggest
that technical online communities may have an impact on how IT job requirements are formed
and reflect in-demand skills. Therefore social content posted on community-based platforms, such
as Reddit, can serve as an adequate indicator of the future in-demand skills represented in job
postings. This study introduces a beneficial line of research that is in accordance with CSCW’s
growing interest in implementing frameworks that help industries to get insights into the recent
changes in the job market.

7.3 Implications for Policymakers

As shown in Table 6, one of the common aspects of the Reddit posts is that applicants need to
know about the new skills that help them improve their resumes. However, our further analysis
illustrates that finding the answer to the “what to learn next” question can be a frustrating process
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for many job seekers. Here are 4 examples that show the confusion that users expressed around
skill development either on the title or body of their posts:
Sample Title 1: Overwhelmed with what to learn next
Sample Title 2: Does anybody else feel overwhelmed looking at how much there is to learn?
Sample Body 1:1 am looking to become a sysadmin or DevOps engineer and am struggling
to find out what I need to know or where to start. It is very overwhelming.
Sample Body 2: T've been working as a Data Analyst for the past 3 years and also trained on
Oracle PI/SQL. Now **working on Oracle too™, I just wanted to change but was confused
about “What should I learn”.

These examples further explain that although individuals use social media as a source of skill
development, there is still a need for tools that help new graduates, job seekers, and lifelong learners
to systematically get informed of the changes in the job market by getting some insight into these
changes. Researchers have already proposed techniques that rely on historical recruitment data
to identify the popularity of skills in a fast-paced job market [92-94]. These studies mainly focus
on finding patterns of skill trendiness using Machine Learning techniques. While they can help
analyze the job market, they have limitations in investigating possible relationships between the
variables that impact the labor market. Additionally, this line of literature only relies on historical
recruitment data and disregards the influence of social content in the labor market.

Our findings suggest that by leveraging social content, we may be able to capture the recent
changes in the IT job market, which might not always be instantly mirrored in job postings.
However, it is important to note that although we utilize Granger-causality, we do not claim that
our framework will be an application of job market prediction. One of the main reasons is that to
make a predictive framework, multiple variables should be considered within and outside the social
media context. Also, we acknowledge that the labor market cannot be studied in isolation from the
other factors, such as the stock market, major medical events, such as COVID 19, and technological
news, to name a few. This study can aid academic institutions and policymakers to identify the
in-demand skills empirically with access to large-scale and appropriate data that can be gathered
with no time gaps from online communities. Therefore, universities can design forward-looking
curricula based on the future job market demand. Similarly, the human resource sector can conduct
talent acquisition, career advice, and future investments based on the observed demand.

7.4 Limitations and Future Works

While our findings illustrate the effectiveness of social content in the context of our study, we
recognize some limitations in this research that we hope to address in our future work. One of
the limitations is that we only examine the relationship between the frequency of online content
and IT related job requirements, however, the semantics of this content remains unexplored. For
instance, in our current study, we treat the following two Reddit posts in the same vein: 1) “T have
been a Spark user for a few years, However, I can’t take it anymore! Every day, I have to spend so much
time trying to reverse engineer all bugs and limitations of the dataframes framework. It is impossible
to go beyond a simple word count project in Spark!”. 2) “Spark is great for dealing with massive data,
you can query your data very quickly using the distributed infrastructure.” However, the first post
is discussing the disadvantages of “Spark” while the second post mentions the advantages of this
skill. Therefore, It would be important to examine the impact of Reddit content semantics on job
demands in addition to considering their frequency.

The next limitation relates to the distribution of the skills in our datasets. Currently, the job
titles in our job posting dataset are biased toward software development positions, such as “Java
developer”, “software engineer”, and “NET developer”, to name a few. This bias causes an unbalanced
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distribution toward the skills, such as, “Python”, “Java”, “Linux”, and “Javascript”, as illustrated
in Figures 1 and 2. Therefore, our study might be considered to be biased towards more popular
job skills and prevent us from exploring the impact of less popular skills, such as “SparQL” and
“GraphQL”. Moreover, although in the current work, we consider the speed and delay of information
spread, we do not examine the effect of information longevity on in-demand skills. Skill longevity
can be determined by considering the time window in which a skill remains popular within the
community. For example, a particular skill might attract the community’s attention for a few weeks
through continuous posts and comments as opposed to another skill that might only be discussed
occasionally. Addressing these challenges will provide significant insights into in-demand skills
and their evolution.

Additionally, in this study, our focus has been on Granger-causation between technology-related
content and in-demand skills. In other words, we extract content from Reddit sub-communities
that are related to technology, such as “r/AskProgramming”, “r/ProgrammingLanguages”, and
“r/technology”. However, other factors are also known to influence employment, such as the stock
market [12]. Therefore, it remains an open avenue for the future to address the relationship between
the content of sub-communities, such as those related to the stock market, and in-demand skills.

Other future work includes extending our research to understand how topics of online content
impact the future representation of skills. For instance, in the Java subreddit, there could be
posts around job search, learning, and advice on projects. By applying appropriate topic modeling
techniques, we can cluster the posts that are semantically related to each other. Then, the relationship
between each of these topics and the future representation of skills can be determined. The effect
of topics on skill demand would be an interesting direction for the future.

8 CONCLUSION

In this paper, we have presented one of the first attempts to quantitatively study the relationship
between social content and IT skill demand. We captured 961,267 job postings and 99,202 posts
around information and communication technology skills in 484 different subreddits, such as
“r/learning”, “r/programming”, and “r/gamedev”. We examined how social content reflects upon the
future of skill representations on IT-related job postings by measuring the congruence between
the frequency of skill in social content and IT job postings. We showed that there is a meaningful
relationship between online content and skill demand. Also, we applied the Granger-causality
analysis to understand whether online community activity Granger-causes skill demands. We
showed that Reddit content can assist with understanding the in-demand skills. We believe that
our work in this paper is aligned with how workers in the knowledge economy are acquiring skills,
namely through their social connections and interactions, a reflection of which can be seen in
online social networks. Hence, this work provides an organic and efficient way of understanding
important skill trends within the labor market based on online social network content.
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APPENDIX
A LIST OF ESCO SKILLS

Here, we present a list of all the skills that were used in this study in Reddit and job posting datasets.
Additionally, we report the distribution of each keyword in percentage, which is the number of
occurrence of each skill divided by the total number of all skills in each dataset.

Table 8. List of ESCO skills and their distribution.

Skill Reddit | Job Postings
3d modeling 0.75 0.04
adobe illustrator 0.12 0.02
agile 0.37 8.89
angular 1.58 0.96
ansible 0.32 0.14
artificial intelligence 0.23 0.02
c# 3.38 2.52
c++ 4.27 0.99
computer vision 0.17 0.03
css 4.40 1.52
data analysis 0.37 1.30
database 7.42 12.88
datamining 0.16 0.32
deep learning 0.31 0.02
devops 0.43 1.30
django 1.37 0.08
docker 0.88 0.19
elasticsearch 0.14 0.10
git 412 0.97
googlecloud 0.16 0.06
iot 0.30 0.18
ava 7.65 7.94
avascript 5.41 3.56
oomla 0.20 0.02
query 1.40 1.13
inux 13.86 4.69
machine learning 1.17 0.30
matlab 1.20 0.15
mongodb 0.42 0.28
mysql 1.89 0.88
nosql 0.15 1.01
objective-c 0.31 0.19
photoshop 2.96 0.28
php 423 091
postgresql 0.30 0.17
project management 0.73 9.37
python 11.83 1.60
reactjs 0.17 0.05
robotics 1.08 0.13
ruby 1.55 0.75
sass 0.29 0.13
scala 0.37 0.21
scrum 0.15 2.37
software development | 0.87 8.82
sql 4.13 13.10
sql server 0.92 4.20
swift 1.76 0.20
tableau 0.34 0.50
typescript 0.24 0.02
unix 0.61 3.23
vagrant 0.25 0.03
web design 1.23 0.49
web programming 0.10 0.12
xcode 0.75 0.09

B TEST FOR DATA EXTRACTION BIAS

The following table shows the common skills in Dataset 1 and Dataset 2. Additionally, we illustrate the
maximum CCF between Reddit skills and job postings with their corresponding shift time in both datasets.
The CCF values in Dataset 1 that are greater than or equal to the CCF in Dataset 2 are marked as bold.
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Table 9. Cross-correlation coefficients and sift times of Dataset 1 and Dataset 2.

Skill DS1-coefficient | DS1-maxLag | DS2-coefficient | DS2-maxLag
docker 0.29 -1 -1 0.29
web design 0.32 -2 -2 0.35
django 0.33 4 13 0.15
swift 0.41 -5 -1 0.40
ruby 0.25 -12 -9 0.36
css 0.36 -2 -3 0.34
tableau 0.28 -4 -1 0.35
joomla 0.37 -1 -3 0.43
machine learning | 0.30 -8 -1 0.30
scala 0.35 -2 -5 0.32
python 0.24 -5 -10 0.22
database 0.21 -2 -13 0.21
postgresql 0.34 -13 -12 0.34
photoshop 0.19 -9 -3 0.34
Jjavascript 0.33 -3 -2 0.30
mysql 0.22 -4 -6 0.39
reactjs 0.50 -17 -14 0.60
devops 0.45 -5 -12 0.22
3d modeling 0.44 -5 -4 0.36
ansible 0.22 -9 -2 0.38
agile 0.26 -14 -1 0.41
jquery 0.32 -5 -1 0.35
sql server 0.32 -3 -3 0.20
git 0.30 -5 -7 0.25
robotics 0.34 -1 -2 0.47
php 0.23 ) E] 031
unix 0.28 -11 -1 0.39
matlab 0.37 -18 -11 0.36
c# 0.50 -2 -9 0.31
java 0.43 -4 -3 0.27
linux 0.26 -7 -11 0.35
computer vision 0.35 -14 -14 0.30

C TEST FOR CORRELATION DURATION

Here, we demonstrate the 4-week correlation between social content and job postings in addition to the
correlation at the best shift time. As it is shown in this Table, if the best shift time is more than 4 weeks, the
data will not be available for 4-week correlation for some weeks. For example, for the skill “DevOps” because
the best shift time is -5, therefore we cannot calculate the 4-week correlation in week 33-36. To distinguish
the weeks without data for correlation, we mark these cells with gray color.

Received October 2020; revised April 2021; accepted July 2021
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Table 10. Correlations between Reddit and job postings for each skill at the best shift time and over 4-week
periods.

i Correlation over 4-week time periods
Skill ?l(:lsftt time ::l:a r;‘:l:tt:;?f:tﬁme week | week | week | week | week | week | week | week | week
1-4 5-8 9-12 13-16 17-20 21-24 25-28 29-32 33-36

joomla -1 0.37 0.73 0.95 0.93 0.57 0.51 0.72 0.67 0.27 0.10
mysql -4 0.22 0.17 0.80 0.86 0.08 0.51 0.61 0.79 0.24 1.00
tableau -4 0.29 0.60 0.35 0.68 0.87 0.06 0.38 0.08 0.40 1.00
devops -5 0.46 0.76 0.48 0.68 0.38 0.89 0.60 0.27 0.80
sql server -3 0.32 0.81 0.93 0.37 0.28 0.08 0.24 0.63 0.80 0.58
postgresql -13 0.35 0.84 0.52 0.78 0.37 0.62 0.75
sass -7 0.31 0.88 0.80 0.97 0.95 0.13 0.19 0.99 0.97
java -4 0.43 0.51 0.89 0.42 0.59 0.78 0.03 0.16 0.92 1.00
Web design -1 0.33 0.14 0.92 0.60 0.31 0.50 0.65 0.89 0.81 0.16
web programming -13 0.35 0.14 0.86 0.02 0.19 0.88 0.95
angular -3 0.36 0.49 0.24 0.97 0.66 0.61 0.67 0.28 0.93 0.67
vagrant -1 0.33 0.93 0.45 0.86 0.37 0.72 0.47 0.59 0.35 0.80
javascript -3 0.33 0.28 0.89 0.53 0.95 0.47 0.56 0.49 0.61 0.01
iot -12 0.46 0.86 0.03 0.92 0.04 0.03 0.55 1.00
xcode -4 0.39 0.97 0.97 0.33 0.83 0.70 0.70 0.34 0.37 1.00
python -5 0.25 0.16 0.25 0.59 0.78 0.72 0.11 0.05 0.81
robotics -1 0.35 0.40 0.12 0.74 0.95 0.75 0.91 0.57 0.83 0.72
php -4 0.23 0.32 0.89 0.68 0.29 0.51 0.73 0.25 0.20 1.00
scrum -5 0.23 0.53 0.83 0.64 0.38 0.37 0.28 0.58 0.41
agile -14 0.27 0.77 0.86 0.14 0.25 0.90 0.51
datamining -1 0.34 0.73 0.98 0.05 0.78 0.07 1.00 0.22 007 0.64
css -2 0.36 0.32 0.56 0.82 0.45 0.54 0.91 0.13 0.63 0.05
matlab -18 0.37 0.47 0.79 0.98 0.65 0.92
jquery -5 0.32 0.68 0.16 0.64 0.03 0.90 0.77 0.88 0.03
c# -2 0.51 0.70 0.96 0.89 0.17 0.02 0.28 0.82 0.84 0.82
sql -15 0.25 0.49 0.03 0.37 0.17 0.75 0.77
nosql -3 0.34 0.27 0.36 0.82 0.78 0.40 0.66 0.78 0.73 0.37
data analysis -2 0.29 0.48 0.91 0.76 0.78 0.81 0.93 0.07 0.30 0.02
ruby -12 0.25 0.60 0.88 0.46 0.06 0.90 0.46 1.00
django -4 0.34 0.34 0.98 0.93 0.02 0.36 0.62 0.66 0.97 1.00
deep learning -6 0.42 0.94 0.93 0.70 0.10 0.21 0.30 0.38 0.72
machine learning -1 0.30 1.00 0.68 0.60 0.98 0.99 0.89 0.74 0.00 0.57
artificial intelligence -13 0.33 0.38 0.66 0.92 0.67 1.00 0.79
project management -7 0.28 0.61 0.45 0.50 0.89 0.76 0.06 0.36 0.36
docker -1 0.30 0.57 0.94 0.50 0.89 0.59 0.10 0.91 0.13 0.68
reactjs -17 0.51 0.00 0.30 0.33 0.96 0.90
linux -7 0.26 0.71 0.26 0.60 0.91 0.46 1.00 0.94 0.05
objective-c -6 0.36 0.53 0.86 0.16 0.26 0.02 0.95 0.19 0.44
typescript -2 0.36 0.65 0.21 0.96 0.12 0.12 0.52 0.64 0.98 0.02
photoshop -9 0.19 0.04 0.24 0.70 0.49 0.04 0.09 0.53
swift -5 0.42 0.95 0.85 0.69 0.55 0.30 0.56 0.17 0.77
unix -11 0.28 0.86 0.33 0.69 0.33 0.47 0.06 0.85
scala -2 0.36 0.90 0.95 0.32 0.02 0.73 0.89 0.68 0.78 0.31
3d modeling -5 0.45 0.89 0.10 0.47 0.18 0.18 0.92 0.58 0.97
computer vision -14 0.35 0.29 0.76 0.42 0.95 0.30 0.57
database -2 0.21 0.83 0.37 0.89 0.07 0.04 0.27 0.24 0.30 0.37
software development | -8 0.24 0.71 0.16 0.85 0.79 0.69 0.07 0.57 1.00
cyber security -3 0.27 0.32 0.71 0.41 0.90 0.39 0.52 0.24 0.51 0.95
ansible -9 0.22 0.85 0.52 0.13 0.28 0.09 0.92 0.36
git -5 0.30 0.38 0.36 1.00 0.69 0.17 0.09 0.71 0.89
elasticsearch -14 0.25 0.65 0.06 0.34 0.94 0.94 0.61
googlecloud -4 0.41 0.31 0.62 0.93 0.56 0.55 0.67 0.60 0.92 1.00
adobe illustrator -16 0.35 0.56 0.02 0.85 0.98 0.78 1.00
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