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ABSTRACT
With increased recent awareness on the possible impact of retrieval
techniques on intensifying gender biases, researchers have em-
barked on defining quantifiable gender bias metrics that can pro-
vide the means to concretely measure such biases in practice. While
successful in allowing for identifying possible sources of gender
bias, there has been little work that systematically explores the
characteristics of these metrics. This paper argues that effective
future works on gender biases in information retrieval require a
careful understanding of the bias metrics in terms of their consis-
tency, robustness, sensitivity and also their relation with psycho-
logical characteristics and what they actually measure. Through
our experiments, we show that more rigorous work on gender bias
metrics need to be pursued as existing metrics may not necessarily
be consistent and robust and often capture differing psychological
characteristics.
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1 INTRODUCTION
Stereotypical gender biases, often in the form of unconscious bias
or implicit bias, can lead to discrimination when preconception
about attributes or characteristics of a certain gender are imposed.
Researchers have already reported that recent advances in natural
language processing and Information Retrieval (IR) have the ten-
dency to capture, intensify and exhibit such gender biases at scale
[2, 5, 6, 8–10, 12–15, 17, 22, 24, 25]. More specifically within the
IR community, a potentially biased retrieval system can expose a
large number of users to information that can shape their thoughts,
decision making and choices.There have been enlightening recent
studies that show information retrieval systems may potentially be
exacerbating gender biases [3, 15, 19, 20].

As expected, in order for researchers to be able to possibly ex-
plore the extent of gender biases within information retrieval tech-
niques, it seemed imperative to define quantifiable metrics that
would indicate the level of stereotypical gender biases exposed
by IR techniques. This strategy is aligned with the popular quote
‘If you can’t measure it, you can’t improve it’ attributed to Lord
Kelvin and widely practiced in measurement theory. To this end,
the pioneering work by Rekabsaz et al. was among the first to quan-
tify gender biases in search retrieval results [20]. They proposed a
framework to quantify gender biases in search results by measur-
ing the gender magnitude of retrieved documents. The basic idea
behind their approach is to check the existence and/or frequency
of a set of predefined gendered terms such as she/woman/queen
for female and he/man/king for male within a set of documents.
Their proposed metrics, i.e., Term-Frequency based Average Rank
Bias (TF-ARaB) and Boolean-based Average Rank Bias (Boolean-
ARaB), would check to see if gendered terms associated with a
certain gender are more prevalent in the list of documents than
terms associated with other genders, and if so, those documents
would be considered to be biased towards that specific gender. The
idea of measuring the difference between gender affiliated terms,
i.e., terms that are inclined towards any of the genders, such as male
and female, has also been explored in neural embeddings [4, 7].

Later, inspired by [7, 11, 23], a new gender bias metric was pro-
posed in which the ranking properties of the retrieved list of doc-
uments were more taken into consideration. In other words, this
proposed gender bias metric, known as the Normalized Fairness
of Retrieval Results (NFaiRR), focuses more on a ranked list of
documents and compares it to the ideal fair rank that the ranker
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could possibly retrieve from within the collection [19]. Taking the
document’s rank into account is an important consideration be-
cause the rank of a document is an indicator of the likelihood of the
user being exposed to that document. Thus, a document in a lower
rank has a lower chance of being exposed to the user. Therefore,
gender biases exhibited by lower-ranked documents may not be as
impactful as those exposed by higher-ranked documents. Similar to
TF-ARaB and Boolean-ARaB, NFaiRR is also based on a predefined
list of gendered terms associated with each gender identity.

Building on the proposed quantifiable gender bias metrics, there
have been attempts to reduce such biases during retrieval. For in-
stance, ADVBERT is a gender bias mitigation method in the context
of deep neural ranking models, which extends BERT-based rankers
with an adversarial training mechanism [19]. This method couples
the ranker’s main objective with bias reduction for maintaining
model performance as well as protecting gender attributes of in-
terest. The authors evaluated the effectiveness of their proposed
ranker in terms of gender bias reduction using the NFaiRR Metric.
Similarly, Bigdeli et al. [1] proposed a bias-aware query expansion
framework that reformulates an input query such that it maintains
retrieval effectiveness while reducing observed gender biases in the
retrieved list of documents based on the ARaB metrics.

While these metrics have allowed researchers to quantify gender
biases, they are fundamentally dependent on a set of predefined
gendered terms and quantify bias as a function of the presence
or frequency of these terms in documents. This dependence on a
predefined list of terms, while convenient, could raise questions
with regards to the reliability of the defined metrics and the gener-
alizability of the findings that are reported based on these metrics.
As such, the objective of our work in this paper is to investigate the
characteristics of these metrics and explore whether the metrics
can reliably be used to make conclusions about the existence and
degree of gender biases in retrieval methods. To this end, we study
three main research questions (RQ) as follows:

• RQ1 (Consistency).Do existing gender bias metrics exhibit
similar behavioral patterns and show comparable degrees of
bias over the same datasets?

• RQ2 (Sensitivity). How sensitive are the existing gender
bias metrics to the pre-defined list of gendered terms that
are used to quantify bias?

• RQ3 (Psychological characteristics).Are gender biasmet-
rics capturing specific psychological characteristics of gender
bias? And if so, what psychological characteristics within
each gender are the bias metric capturing?

The broader impact of our work is that it will allow the commu-
nity to understand the behavior of the existing gender bias metrics
and understand the semantics of what these metrics are measuring,
to have a better picture of what is captured when used to quantify
gender bias in retrieval. We will also advocate for a more compre-
hensive treatment of stereotypical biases beyond the reporting of
quantifiable metrics, which are likely not able to capture the full
spectrum of issues associated with biases.

2 RESEARCH FRAMEWORK
The objective of our work is to provide insight into the behavioral
characteristics of gender bias metrics and investigate them from

the perspectives of consistency, sensitivity, and psychological char-
acteristics. Given the delicacy of the topic of gender biases, and
stereotypical biases in general, our hope is to raise awareness into
the need to design measurement frameworks for biases that go
beyond mere quantification of bias by capturing the psychologi-
cal characteristics of the biases and contextualizing it within the
literature.

2.1 Preliminaries and Datasets
Here we formally introduce the gender bias metrics and the query
and document collections that were employed in this paper.

Gender Bias Metrics. We consider the two variations of the
ARaB metric, i.e., TF-ARaB and Boolean-ARaB [20] as well as the
NFaiRR metric [19] in this paper. Based on the definition in [20],
the ARaB metrics are defined for a query q and its top-t retrieved
documents D where dqi refers to the ith document in D as follows:

AraB(q) =
1
t

t∑
x=1

1
x

x∑
i=1

maдf (d
q
i ) −maдm (d

q
i ) (1)

wheremaдm/f (d) for TF-ARaB and Boolean-ARaB are defined in
Equation 2 and 3, respectively:

TF :maдm/f (d) =
∑

w ∈Vf /m

loд(t f (w,d)) (2)

Boolean :maдm/f (d) =

{
1 i f

∑
w ∈Vf /m t f (w,d) > 0

0 otherwise
(3)

where t f (t ,d) represents the frequency of term t in document d
and Vd/f represent the vocabulary list of gendered terms (female
and male related terms such as she/her/girl and he/him/boy) as
proposed in [19]1.

The other gender bias metric referred to as NFaiRR is defined
based on neutrality of the content of a document. A document is
considered gender-neutral if it includes either no or a balanced
representation of the specific gender. This is formally defined as
follows:

NFaiRRq (D) =
t∑
i
w(di )(d

q
i )

1
loд2(1 + i)

(4)

wherew(d) ={
1 i f maдf (d) +maдm (d) < τ

1 −
∑
д∈[m,f ] |

maдд (d )∑
x∈[m, f ]maдx (d ) −

1
2 | otherwise

(5)
wheremaдf /m (d) in NFaiRR is defined as

∑
w ∈Vf /m t f (w,d). Also,

τ is a threshold on each document’s gender magnitude used to
determine each document’s gender-neutrality. Furthermore, the
NfaiRR metric becomes ranker agnostic through its normalization
according to the best possible fairness result that can be achieved
from reordering the retrieved documents in D [19].

It should be noted that the NFaiRR metric measures gender bias
on the scale of 0 to 1. The fairer the retrieved results are, the closer
the NfaiRR metric would be to 1. As NFaiRR gets closer to 0, the
higher the gender magnitude of the list of documents would be. On
the other hand, the ARaB metric measures gender polarity. Positive

1https://github.com/CPJKU/FairnessRetrievalResults/tree/main/resources
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Figure 1: Consistency between queries with different degrees of bias. The green and red bars represent the agreement and
disagreement between pairs of metrics respectively.

and negative ARaB values indicate male and female inclination,
as inmaдf (d) andmaдm (d), respectively. The greater the absolute
value of ARaB for a document is, the higher its likelihood of being
bias would be.

Query and Document Collections. We ran our experiments
on the well-known MS MARCO 2 passage collection datasets [16].
MS MARCO is a large-scale dataset which includes over 8 million
passages and 500K queries for training and developing purposes.
However, in order to examine gender biases in the retrieved re-
sults of different ranking systems, we additionally adopt a set of
gender-neutral queries to measure the imposed biases into retrieval
methods as released in [20]. This set is a human-annotated query
set including gender-neutral queries from the MS MARCO dev set.
It includes 1,765 queries that have been labelled as gender-neutral
by crowd workers on the Amazon Mechanical Turk platform and
has been used by different studies for measuring gender biases
in retrieval systems [3, 19, 20]. We retrieve documents for these
neutral queries using the BM25 retrieval method, which was also
used as a baseline for the official MS MARCO reranking task. We
report the bias among top-retrieved documents of BM25 [21, 26]
for this query set only at cut-off 10.

2.2 Research Questions
Research Question 1 — Consistency. The purpose of the first re-
search question is to investigate whether the gender bias measures
show consistent behavior to each other. The reason this is impor-
tant is because papers in the field use a different subset of gender
bias metrics to show that their debiasing approaches have lead to
the reduction of stereotypical gender biases. The expectation would
be that if such methods have been able to systematically reduce
gender biases, that such a reduction would be observed regardless
of the gender bias metric that is used. Understanding the degree
of consistency of the gender bias metrics allows the community to
get more in-depth insight into the reported results in studies that
use different metrics. A lack of consistency between the metrics
could indicate that reporting a subset of the metrics would not be
sufficient for getting a full picture of the impact on gender bias
reduction.

In order to measure the level of consistency between pairs of
metrics, we bin the 1,765 gender neutral queries into four equal-
sized bins after sorting the queries based on their level of gender
bias as determined by each gender bias metric separately. This

2https://microsoft.github.io/msmarco/

produces three sets of four equal-sized bins of queries, each set
belongs to one gender bias metric. Now, it would be expected the
if the metrics showed a consistent behavior that the queries in
each comparable bin across different metrics would consist of the
same set of queries. In other words, if query q was determined to
be a part of the first bin of queries (most gender biased queries)
by TF-ARaB, it is expected that Boolean-ARaB and NfaiRR would
also place q in their first bin. In order to measure such consistency
across the three gender bias metrics, we measure the percentage of
overlap between the bins generated by each pair of methods. Figure
1 illustrates the degree of overlap between each pair of metrics
and as such visualizes the consistency between NFaiRR, TF-ARaB,
Boolean-ARaB metrics. The higher the number of overlaps (green
part of each chart) is, the higher the consistency between the pair
of metrics would be. From this Figure, we can interpret that for
the queries with the most biased results (bin 1) and least biased
results (bin 4), we observe a relatively higher consistency between
the metrics compared to the middle bins, i.e., bins 2 and 3. This is an
important observation especially when considering the degree of
overlap between NFaiRR and the two ARaB metrics on bins 2 and
3 for two reasons: (1) The degree of overlap in such cases is ∼ 50%
indicating that the metrics do not show a consistent measurement
of gender bias on at least half of the queries in the query set, and
(2) the inconsistency is higher for queries that are sitting at the
middle of the ranked list of gender biased queries. This shows that
while the metrics have higher degrees of consistency for highly
biased and highly unbiased queries, they may fail to show similar
determination of gender bias for less clear cut queries.

To dig deeper into the inconsistencies between the three met-
rics, we ranked the queries based on their degree of gender bias
as measured by each of the metrics. We computed the absolute
difference between the ranking of each query based on pairs of
gender bias metrics as reported in Figure 2. It is expected that
the gender bias ranks of queries do not differ substantially when
ranked based on the different gender bias metrics, if the metrics
were to be consistent. However, as illustrated in Figure 2, TF-ARaB
and NFaiRR metrics show discernible disagreement on their devel-
oped rankings. The level of disagreement is lower when comparing
Boolean-ARaB and NFaiRR compared to TF-ARaB and NFaiRR, as
well as Boolean-ARaB and TF-ARaB, however, it is still notable.

As a result of RQ1, we find that gender bias metrics are not
necessarily consistent with each other and hence the findings of
gender debiasing methods that report subsets of these metrics may
not be generalizable.
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Figure 2: Consistency between the three metrics on a per-query gender bias ranking.

Research Question 2 — Sensitivity. Given all three gender
bias metrics are dependent on a predefined list of gendered terms
affiliated with each gender identity, the objective of the second
research question is to explore how sensitive the gender bias mea-
surements are to the set of terms included in the predefined lists. In
order to study the sensitivity of gender bias metrics, we randomly
subsample from each list of gender-related terms to observe how
the behavior of each metric changes as the list of gendered terms
change. We randomly subsample 25%, 50% and 75% of the terms
from the list of 400 gender-related terms proposed by [19] and study
how the bias measures change according to these perturbations in
the source gendered term list.

Figure 3 demonstrates the TF-ARaB, Boolean-ARaB and NFaiRR
gender bias metric measurements with the full gendered list as
well as the subsampled lists. The box plots represent the mean (×),
Median, first quartile and third quartile as well as the minimum
and maximum bias values for each metric. As shown in this Figure,
a slight change in the list of gendered terms can cause a noticeable
difference between the measured biases. We observe that the range
of all three bias metrics varies considerably when the number of
terms in the original list changes. As the number of gender-related
terms decreases, the range of gender bias metrics decreases as well.
A smaller range of bias metric values indicates that the metric is
not able to discern between the degree of gender bias of each query
and is considering all queries to have similar degrees of gender bias;
hence, the queries would be indistinguishable from each other from
a gender bias perspective. In addition, when comparing the two
ARaB metrics with NFaiRR, we observe that ARaB metrics show
less sensitivity to the initial list of gendered terms compared to
NFaiRR; however, they are more prone to reducing the range of bias
metric measurements and hence potentially leading to ineffective
measurements of bias over queries.

Research Question 3 — Psychological characteristics. In
the third research question, we are particularly interested in under-
standing the psychological characteristics behind each gender bias
metric. Understanding the psychological characteristics affiliated
with the gender bias metrics would allow the community to go
beyond the mere reporting of numerical quantifiers of gender bias
and understand the underlying concepts that are driving the ob-
served quantifiers of gender bias. To do so, we measure the Pearson
ρ correlation between each gender bias metric and psychological
attributes from the Linguistic Inquiry and Word Count (LIWC)
toolkit [18] across the top-10 retrieved documents. LIWC is a well
established toolkit that is capable of quantifying more than 70 dif-
ferent psychological characteristics of any textual content. Based
on the correlation between metric values and LIWC psychological

Table 1: Top-5 most correlated LIWC attributes with each
metric.

Rank NFaiRR TF-ARaB Boolean-ARaB
1 Male Ref. Male Ref. Male Ref.
2 Past Focus Female Ref. Female Ref.
3 Present Focus Past Focus Past Focus
4 Tentative Present Focus Present Focus
5 Causation Tentative Tentative

characteristics, we rank-order the psychological characteristics and
report the top-5 in Table 1. It should be noted that all the psycholog-
ical attributes mentioned in Table 1 shows statistically significant
Pearson correlations with α = 0.05.

Based on the ranking of psychological characteristics in Table
1, we make several observations: (1) when considering the three
gender bias metrics (first three columns of the table), all three met-
rics are highly correlated with the male references characteristic
from LIWC. In other words, the gender bias metrics are in principle
inclined towards the male gender themselves. (2) In the NFaiRR
metric, the female references characteristic is not even included in
the top-5 characteristics, which again points to the metric being
negatively biased against female references. (3) From a psychologi-
cal characteristics point of view, it seems that the three metrics do
capture similar semantic concepts related to past and present focus,
and tentativeness. However, this also highlights the fact that these
measures are making judgements about the degree of gender bias in
retrieval systems based only on a limited number of psychological
characteristics. One would expect that the treatment of the concept
gender bias to receive a broader range of concepts from different
angles, and (4) we find that the psychological characteristics of
the gender bias metrics are dependent on the choice of gendered
terms in the predefined list. Therefore, the psychological character-
istics of the metrics can change depending on the adopted gendered
terms and hence can make the interpretation of the findings based
on these metrics difficult, if different sets of gendered terms are
adopted in different studies.

In summary and based on the three research questions, we find:
(1) the three bias metrics show a reasonably consistent behavior
when identifying high biases or high unbiased queries, however,
they are not consistent on others, (2) the gender bias metrics are
sensitive to the choice of the gendered terms used for quantifying
gender bias, and as such, changes to the list can result in unexpected
changes in the measurements, and (3) the psychological charac-
teristics of the gender bias metrics is essentially dependent on the
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Figure 3: Sensitivity of the three gender bias metrics w.r.t to the source gendered lists. In each sub-plot y-axis indicates the
gender bias value based on the mentioned metric.

list of gendered terms that are included in the predefined list. Fur-
thermore, NFaiRR is by nature inclined towards the male affiliation
psychological characteristic and hence maybe biased itself.

3 CONCLUDING REMARKS
We believe that understanding gender biases and being able to ef-
fectively measure and quantify them is an essential step towards ad-
dressing such biases; however, we suggest that attempts to quantify
bias need to be done through a careful theory-driven approach that
offers consistent metrics with well-understood semantics allowing
for reproducible, repeatable and generalizable findings. Our experi-
ments show that existing gender bias metrics may not necessarily
consistent with each other, may be sensitive to small perturbations
of their gendered list of terms, and might not have clear alignment
with psychological characteristics beyond the choice of terms that
are included in their gendered list. We suggest that future attempts
at defining gender bias metrics should provide an opportunity to ac-
cess repeatable and robust measurements of gender bias regardless
of any predefined terms, and offer more in-depth description of the
psychological characteristics of the gender biases. This would allow
the community to contextualize findings within the relevant psy-
chological and/or sociological literature and provide the means to
understand the sources and reasons for the observed biases, which
could then be used to systematically addressing gender bias at scale.
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