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Abstract. The Linked Open Data (LOD) initiative relies heavily on the inter-
connections between different open RDF datasets where RDF links are used to
connect resources. There has already been substantial research on identifying
identity links between resources from different datasets, a process that is often
referred to as co-reference resolution. These techniques often rely on probabi-
listic models or inference mechanisms to detect identity relations. However,
recent studies have shown considerable inaccuracies in the LOD datasets that
pertain to identity relations, e.g., owl:sameAs relations. In this paper, we pro-
pose a technique that evaluates existing identity links between LOD resources
and identifies potentially erroneous links. Our work relies on the position and
relevance of each resource with regards to the associated DBpedia categories
modeled through two probabilistic category distribution and selection functions.
Our experimental results show that our work is able to semantically distinguish
inaccurate identity links even in cases when high syntactical similarity is
observed between two resources.

Keywords: Resource co-reference � Linked open data � Semantic web �
Semantic disambiguation � Identity links

1 Introduction

Linked Data relies on establishing relationships between resources, such as the
equivalence (identity) relationship, that span across different ontologies and datasets
[1]. Identity links such as those based on the owl:sameAs property are commonly used
for establishing equivalence relationships by asserting that two different URIs refer to
the same resource [10]. The importance of identity links is primarily due to the sig-
nificant role they play in interconnecting different datasets of the Linked Open Data
(LOD) cloud. Consequently, mistakes in these linkages may result in erroneous
assertions by applications that automatically traverse these identity links [4]. In prac-
tice, identity links such as the owl:sameAs links tend to exhibit two main problems:

(P1) First, there are obvious errors where resources represented by URIs are clearly
neither similar nor related. For example, based on existing information on the LOD
cloud, dbpedia:Dog and the derogatory dbpedia:Bitch(insult) are considered to be the
same. These kinds of mistakes atypical for humans are most likely made by an
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automated inference machine that failed to properly disambiguate the underlying
semantics of the URIs to be matched. In addition, it is also not unlikely that human
error in judgment could play some role in such erroneous identity links.

(P2) Second, the determination of co-reference resolution can at times be subjective
and dependent on a specific application case. For example, dbpedia:Evil, dbpedia:
Morality, and dbpedia:Crime have already been linked together through identity links.
However, although these three resources are strongly related, they are not equivalent in
that one can have questionable morality and not be evil; likewise, not every criminal act
is morally wrong. From a strict interpretation of the owl:sameAs property, no pair of
these three resources is identical.

There has already been novel and interesting work that focuses on co-reference
resolution with specific attention to URIs (i.e., resources) of the LOD cloud (e.g.,
[3, 8, 9]). The proposed techniques attempt to identify any potential pair of URIs that
can or need to be related to each other through identity links [6]. However, in this
paper, we focus on a different aspect of this problem: our focus is on improving the
quality of existing identity links that are already part of the LOD cloud. In other words,
our objective is to ensure that an existing identity link collection contains reliable
co-reference resolutions. To this end, this paper makes the following contributions:

• A novel algorithm that can identify potential mismatches between the URIs that are
linked via identity links, and hence provide the means to filter out such mismatches
in order to resolve (P1).

• The calculation of an upper-bound semantic score that can be used as a measure of
semantic similarity of resources connected via identity links. This way, the algo-
rithm points to cases where identity links show some degree of subjectivity and
hence allows for the identification of cases represented in (P2).

2 Background

An increasing number of organizations are publishing their data on the Web as Linked
(Open) Data thus continuously extending the Web of Data with new datasets. However,
while the number of datasets keeps growing, linking between those datasets keeps
lagging behind, thus leading to a considerable discrepancy between intra- and
inter-dataset linking. In other words, while data tend to be well connected within
individual datasets, linking between datasets is still not at the level required for a true
Web of Linked Data. Based on a recent analysis of the crawlable subset of the LOD
cloud (April 2014), Schmachtenberg et al. [13] reported that 56.11 % of the crawled
datasets are connected to at least one other dataset, while the rest of the datasets are
either only the targets of RDF links or are completely isolated. In addition, only a small
number of datasets is highly linked, while the majority of them are only sparsely
linked.

Aiming to improve the connectivity of the Web of Data, the Semantic Web research
community has proposed several methods for automated or semi-automated linking of
resources on the Web of Data, especially resources originating from disparate datasets
[5, 14]. While these proposals promise to make a notable contribution to the realization
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of the Web of Linked Data, they also tend to generate erroneous links that over time
can negatively impact the overall quality of the Web of Data [7]. Such quality issues
are of particular concern since unlike the Web of Documents where humans can
examine the meaning and usefulness of a link, on the Web of Data such an examination
is left to the software agents harvesting and making use of the data.

While links of diverse semantics can be used to connect resources from disparate
datasets, in this paper we focus exclusively on identity links connecting two resources
that are considered either identical or closely related [15]. Such links are often referred
to as sameAs links even though they do not necessarily originate from the owl:sameAs
property, but also from other properties that have been used for establishing identity
links on the Web of Data (e.g., skos:closeMatch, skos:exactMatch). Still, owl:sameAs
links tend to be dominant among identity links. According to the aforementioned study
by Schmachtenberg et al. [13], owl:sameAs is among the top three most used linking
predicates in 7 out of 8 topical categories of the LOD cloud.

3 Proposed Approach

The main objective of our work is to flag and possibly remove questionable sameAs
links from the LOD cloud. To achieve this objective, we define a two step process:
(1) calculate a similarity score between the URIs involved in a given sameAs link, which
would represent the likelihood that the URIs are in fact referring to the same resource;
and (2) employ this similarity score to determine whether the sameAs link is valid and
reliable or needs to be flagged for removal. Therefore questionable sameAs links can be
flagged (and possibly filtered) if they do not meet some minimum threshold value; this
value is chosen based on empirical studies reported in Sect. 6 (Fig. 2).

We refer to our proposed method as Semantic Co-reference Inaccuracy Detection
(SCID). We begin by introducing the methods and formulas that form the foundation of
our algorithm (Sect. 4), and then introduce the algorithm itself in Sect. 5.

4 The Components of SCID

Our strategy for detecting inaccurate identity links can be summarized as follows.
Assume we construct a baseline vector vx that is known to semantically represent
resource x. We create vx based on DBpedia categories that relate to x (positive cate-
gories) as well as categories that do not relate to x (negative categories). We denote this
combined set of categories as Sx. Given a resource y of unknown similarity to x, we can
construct vy using the same categories Sx. We can now compare similarity of two
vectors using measures of similarity such as Pearson correlation coefficient to judge if
vy is “same as” vx. Our method relies on three key components:

1. Frequency count statistics. We require a listing of the most frequently occurring
words within each category of DBpedia’s 995,911 subject categories1. In Sect. 4.1
we explain the process of computing the required data.

1 DBpedia version 3.9.
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2. A category distribution function. This is the core function of our method. Given
some input text obtained from resources x and y; and an arbitrary subset of DBpedia
subject categories S, the function produces vectors vx and vy that can be compared to
identify erroneous identity links. This is explained in Sect. 4.2.

3. A category selection function. The category distribution function requires a subset
of DBpedia subject categories as input. This function, explained in Sect. 4.3,
provides a mechanism for selecting this subset of categories.

4.1 Frequency Count Statistics

Problem Outline: In order to train a model for inaccuracy detection, we require fre-
quency counts over DBpedia categories for use in the category distribution function of
SCID.

SCID centers around the dcterms:subject property of the DBpedia resources. This
property provides 900,000+ subject-matter categories for approximately 11 million
DBpedia resources. SCID is trained around five summary statistics (features) that rely
on resource categories; these are described in detail in Sect. 4.2.

Table 1 is an example of word frequency counts for resources that belong to
DBpedia categories {Eagles, Eagles_(Band), Philadelphia_Eagles, Fruit, Orange,
Color, Living_People}. In this table, the row of the stemmed word “orang” and the
category Color is highlighted; it indicates that there are 12 resources that refer to the
category Color and use the word orange. Furthermore, the stem “orang” appears 16
times within this set of 12 resources; thus the average frequency of orange in this set is
16/12 or 1.3. These types of statistics are formally defined in Sect. 4.2.

4.2 The Category Distribution Function

Problem Outline: Given an input text and a set of DBpedia subject-matter categories,
we require a normalized vector to represent the relevancy of each category to the input
text.

The core of our method is the category distribution function v = ρ(t,S) where t is an
input text to be processed, and S is a specified subset from the DBpedia subject

Table 1. A sample of word and resource frequency counts within specific DBpedia categories
(category:Color highlighted).
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categories. The output is a vector v representing a proportionate mixture of each of the
categories of S as they relate to the input text t. Table 2 illustrates the function with
three DBPedia categories: Eagles, Eagles_(band), and Philadelphia_Eagles on three
input texts. This example demonstrates that our method can associate different usages
of a word with its appropriate category.

A more interesting example is given in Table 3 with chosen categories Fruit,
Oranges, and Color, which are not as disjoint as those in Table 2. Specifically, the Fruit
category is defined as a category broader than Oranges (via the skos:broader property).
Moreover, the mention of color in the input text adds a disambiguation challenge w.r.t.
the Oranges and Color categories. Further adding to the complexity is that the input text
refers to a specific color (dark pink), but that color is not orange; the term orange in this
context refers to the Fruit category. The output of the distribution function is a pro-
portional mixture of the three relevant categories.

We now detail the sequence of calculations required for ρ(t,S). Formally, let T be a
set of stemmed words from input text t; for simplicity of expression, in the following
we refer to elements of the set T as words (instead of stemmed words). Let S be the set

Table 2. The output of the category distribution function ρ(t,S) on S = [Eagles, Eagles_(band),
Philadelphia_Eagles] for three sample inputs (t).

Table 3. ρ(t,S) output when categories [Fruit, Oranges, Color] are related/ambiguous w.r.t term
“orange” and the input text refers to all three categories.
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of pre-chosen categories. Let Wx,y be the frequency count of a stemmed word x in
category y.

Feature Formalization f 1: Define f 1j;k as the frequency of a specific word j in the
category k to the count of all the words of the input text t within the category k.

f 1j;k ¼
Wj;kP
x2T Wx;k

where j 2 T; k 2 S ð1Þ

Conceptually, this feature is a measure of the significance of a word relative to a
specific category.

Feature Formalization f 2: Let f 2j;k be the frequency of specific word j in the category
k to the total frequency count across all the words of the input text within all the
categories of S.

f 2j;k ¼
Wj;kP

x2T
P

y2S Wx;y
where j 2 T; k 2 S ð2Þ

Conceptually, this feature is a measure of the importance of a word (e.g., orange)
relative to all selected categories (Fruit, Oranges, Color) combined.

Feature Formalization f 3: Let Dj,k be the number of DBpedia resources that belong to
the category k and contain the word j. We define f 3j;k as the ratio of DBpedia resources
that contain word j and belong to the category k to the number of resources that contain
any of the words from the input text that belongs to category k. Formally:

f 3j;k ¼
Dj;kP
x2T Dx;k

where j 2 T; k 2 S ð3Þ

This feature is similar to f 1 except that instead of counting the frequency of every
word occurrence, f 3 counts the number of unique resources containing that word.

Feature Formalization f 4: Conceptually similar to f 2, we define f 4j;k as the ratio of the
number of DBpedia resources containing specific word j from category k across the
number of all the resources containing any word from the input text t that belongs to
any category from the chosen set S. Like f 3, this feature deals with the number of
distinct resources that contain the word rather than the word frequency count.

f 4j;k ¼
Dj;kP

x2T
P

y2S Dx;y
where j 2 T ; k 2 S ð4Þ

Feature Formalization f 5: This last feature is defined as the ratio of the frequency of
the word j within the category k to the total number of resources that belong to k and
contain j. Formally, it is a measure of the average word frequency per resource.
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f 5j;k ¼ a
Wj;k

Dj;k
where j 2 T ; k 2 S ð5Þ

and a is a normalizing constant such that
P

y2S f
5
j;y ¼ 1.

Word Importance Rj;k: We can now combine all the features to compute the impor-
tance of the word j relative to the category k. Let Uk be the total number of resources
that belong to the category k globally within the DBpedia knowledge base. Let Oj be
the frequency count of stemmed word j within the input text t. The importance of the
word j relative to the category k becomes:

Rj;k ¼ Oj � Dj;k

Uk
�
P5

i¼1 f
i
j;k

5
where j 2 T; k 2 S ð6Þ

The Category Distribution Function qðt; SÞ: We sum the importance of all the words
per chosen category to construct the vector v of the category distribution function and
normalize:

v ¼ q t; Sð Þ ¼ a
X

x2T Rx;k1 ; . . .;
X

x2T Rx;kn

h i
ð7Þ

Where j 2 T; k 2 S and a is a normalizing constant such that
Pn

y¼1

P
x2T

aRx;ky ¼ 1:
The final artifact is Eq. 7 that produces the output seen in Tables 2 and 3. We have

made available an online implementation of the category distribution function for those
interested in further experimentation2.

4.3 The Category Selection Function

Problem Outline:We require a well-defined method for selecting a subset of categories
from amongst the 995,911 DBpedia categories to be used as the input set S in qðt; SÞ.

The category distribution function (Sect. 4.2) requires as its input a set of subject
matter categories for consideration. For example, in Table 3 the input categories were
explicitly given as [Fruit, Oranges, Color]. A focused selection of categories is required
because the evaluation of all available DBpedia categories is not feasible for compu-
tational and practical reasons. Consequently, a strategy for selecting a suitable subset of
categories is the focus of this section. Ideally, the selection should include both cate-
gories that are related to each other such as Fruit and Oranges in the case of Table 3, as
well as disjoint categories such as Eagles, Eagles_(band), and Philadelphia_Eagles in
the case of Table 2. We take advantage of DBpedia disambiguation resources to this
end. Such resources often encompass homonyms that require examination of the
context to differentiate between ambiguous resources. Suppose we wish to find the
categories S that will be used to validate the <sameAs> identity links for x = dbpedia:

2 http://ls3.rnet.ryerson.ca/predicatefinder/category/.

134 J. Cuzzola et al.

http://ls3.rnet.ryerson.ca/predicatefinder/category/


Red. We see that x belongs to uri = dbpedia:Red_(disambiguation) alongside 116 other
resources some of which are disambiguation resources themselves. Specifically, x and
uri satisfy the constraint:

?uri dbpedia-owl : wikiPageDisambiguates ?xf g ð8Þ

Now, let Nuri be the set of resources linked from a DBpedia disambiguation URI.
Formally, if x 2 Nuri then x satisfies Eq. 8. Next let C(x) be a function returning the set
of categories for the resource x. Namely, y 2 CðxÞ when {?x dcterms:subject ?y}.
Lastly, we define Suri as the union of all subject categories for the resources that a
disambiguation resource refers to and apply it recursively for resources within to
dereference all resources to their respective categories.

Suri ¼
S

x2Nuri
C xð Þ; if x is a non-disambiguation URI

Sx; otherwise

�
ð9Þ

Suppose no disambiguation resource uri exists for x (i.e.: no uri satisfies Eq. 8). In
this circumstance, we create a temporary disambiguation resource uritemp that refer-
ences the single resource x so that Eq. 9 can still be applied.

5 The SCID Filter

In this section we apply frequency count statistics, the category distribution function,
and the category selection method of Sect. 4 to construct two algorithms to filter out
inaccurate identity links. Algorithm 1 produces disambiguation baseline vectors used to
train our model. Once trained, Algorithm 2 details how the model is used to test the
accuracy of candidate identity URI pairs.

5.1 Algorithm 1 – Constructing Disambiguation Vectors

Problem Outline: We require a method to construct a baseline vector vx;Sx to disam-
biguate an ambiguous resource x (e.g., Eagles as: team, a band, or bird) against
DBpedia subject categories ðSxÞ chosen by Eq. 9.

To construct these vectors we use the category distribution function (Sect. 4.2) and
define vx;Sx ¼ qðcx; SxÞ as a disambiguation baseline vector for resource x where cx are
the most frequently occurring words within the subject categories of resource
x. Algorithm 1 outlines how these words cx are found and how vx;Sx is computed.

Consider the resource dbpedia:Red with subject categories C(dbpedia:
Red) = dbpedia:{Color, Optical_spectrum, Shades_of_red, Web_colors}. In Algorithm
1, we begin with this resource’s stemmed words (line 1). In line 2, we collect all the
resources that are also associated with any of the C(dbpedia:Red) categories and
include them in our frequency counts. We discard those categories that contain more
than 1000 resources because they are overly broad and are not representative of the
target resource dbpedia:Red. In line 3, we keep the most frequently occurring words
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from this collection (75th percentile) and z-score normalize the frequency counts (line
5). We perform this normalization to balance the influence of a more frequent category
(e.g., Color) against a less used category (e.g., Web_colors). Finally we compute the
disambiguation baseline vector v (line 6).

The categories of C(dbpedia:Red) form a subset of the category candidate list
(S) for the dbpedia:Red_(disambiguation) resource (Sect. 4.3). We note C to contain
the target categories with respect to the resource dbpedia:Red while S\C are the noisy
categories of the disambiguation vector. The noisy categories are used to counterbal-
ance the frequently occurring words of the target categories with the occurrence of the
words in the non-related category set. This provides positive and negative category
usage examples and aids in disambiguation. In the next section, we show how the
disambiguation baseline vector vx;Sx can be used to find identity link errors.

5.2 Algorithm 2 – Detection of Inaccurate Identity Links

Problem Outline: We require a method to utilize the disambiguation baseline vectors v
for identifying likely errors in a collection of identity links.

Algorithm 2 details our method for filtering out likely errors within a collection of
identity links. In line 1, using Algorithm 1 (Sect. 5.1), we compute a base vector vx;Sx
for a resource (x) we wish to validate. We then collect a set of all identity links for the
resource, say M(x), using a database of identity links (e.g., www.sameas.org); then, for
each identity link mϵM(x), we calculate vector qðym; SxÞ where ym is some descriptive
text of m (e.g., rdfs:comment) (line 2). The text of ym is chosen based on the origin of
the candidate URI. Specifically, we use the rdfs:comment property when the candidate
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URI is from DBpedia or OpenCyc3. We use ns.common.topic.description property
when the URI is from Freebase4, and wn20schema:gloss when it originates from
WordNet5. The output of line 2 can be compared with the disambiguation baseline
vector v of line 1 using some similarity measure to produce a semantic relatedness
score. We create a disambiguation ratio by normalizing semantic relatedness scores
using the largest seen score (line 3). Finally, we flag those identity links (URIs) that do
not meet a threshold value set for the disambiguation ratio (line 4).

Table 4 shows the results of this algorithm applied to the dbpedia:Port resource.
The table includes the semantic relatedness score as a measure of the semantic simi-
larity between the candidate URI and the baseline vector (for dbpedia:Port); it is
computed using Pearson correlation coefficient as the similarity measure (ẞ). If the
normalized ẞ (disambiguation ratio) is less than the given threshold (i.e.: ẞ < d) then
the resource should be flagged as a possible inaccuracy. The isSame classification
(Table 4, col 1), determined by a human oracle, indicates whether the candidate URI is
truly the same or semantically similar.

Notice in Table 4 what appears to be an error in which the second entry of dbpedia:
Port obtains a disambiguation score less than itself. This result is consistent with our
algorithm in that strictly speaking our method is not comparing dbpedia:port with all
other sameAs candidates. Instead, all sameAs candidates of dbpedia:port is compared
to the shared categories of dbpedia:port_(disambiguation) that dbpedia:port belongs
to (Sx in Eq. 9) thus forming a cluster of identity links within the radius of the
disambiguation threshold value d. Conceptually, vx;Sx is the center of a cluster while d is
the “distance” from this center to the outermost boundary of our solution space. Those

3 http://sw.opencyc.org/.
4 https://www.freebase.com/.
5 http://wordnet.princeton.edu/.
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identity links within this boundary are members of the cluster while those outside this
area are considered anomalies. Figure 1 illustrates.

6 Experimental Evaluation

This section presents our experimental evaluation of the SCID approach on a sameAs
dataset retrieved from the SameAs.org service6. The dataset consists of resources from
five groups: Animal, City, Person, Color, and Miscellaneous (other). We decided on

Fig. 1. Conceptual diagram for identity links clustered around vector v constructed using the
shared categories of dbpedia:Port_(disambiguation) resource within threshold d ¼ 0:5.

Table 4. Algorithm 2 applied to the dbpedia:Port sameAs candidates

6 Data retrieved in October 2014 from http://www.sameas.org.
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segmenting our dataset into these topical groups to be able to verify whether the
performance of SCID is dependent on a specific domain or it performs the same across
different non-overlapping domains. We also wanted to discover if there is a
general-purpose disambiguation threshold ðdÞ that would be effective regardless of the
topic group. Furthermore, it is important to point out that the scoping of the dataset to
specific topics is a common practice within previous studies that typically focused on a
narrow domain such as restaurants or people (e.g., [11, 12]). We included the mis-
cellaneous group to further broaden our experiments.

We collected a sameAs dataset of 7,690 candidate URIs for validation (Table 5).
First, we performed some necessary data cleansing on these candidates. After this
pre-processing procedure, a total of 411 URIs primarily from DBpedia, Freebase,
OpenCyc, and WordNet sources remained. A human oracle then identified 251
incorrect URIs (61 % errors) from these 411.

The data cleansing process includes removing duplicate entries that are aliases or
URI redirects for the same resource (such as those identified with the dbpedia-owl:
wikiPageRedirects property). Broken-link (non-resolvable) URIs that are no longer
accessible are also discarded. Furthermore, because our method relies on a natural
language text description of the candidate entry, we discarded those candidates that did
not have a well-defined descriptive property namely: rdfs:comment, ns.common.topic.
description, or wn20schema:gloss. We ignored duplicates in cases when a candidate
URI shared the same descriptive property attribute and same property value with
another URI already included in the dataset. A common example is the DBpedia Lite
knowledge base that often shares the same rdfs:comment predicate and value with its
larger counterpart DBpedia. To illustrate the importance of this purging step, consider
the concept DBpedia:Jesus that, according to the sameAs.org database, returns 16,889
coreferents of which 3,357 are broken/non-resolvable (20 %), 9,891 are duplicated via
aliases/redirects (73 %), and only 3,641 are unique (27 %). Consequently, the large
discrepancy between pre and post-cleansing of Table 5 is attributed to aliases and
broken links.

Once cleansed, we computed a starting (baseline) F-score value for each of the
considered resource groups (Table 5) as an initial measure of the dataset quality. For

Table 5. Experimental dataset showing for each topic group: total candidate URIs (pre/post
cleaning) and the number of oracle-identified errors.

Filtering Inaccurate Entity Co-references on the Linked Open Data 139



example, in the City group, the cleaned set of 143 URIs contained 98 errors giving a
precision of 0.31. Since this was our starting set, we assumed a recall of 1.0, thus
giving a starting F-score of 0.479. We then applied SCID to the cleaned set of can-
didate URIs at thresholds intervals from 0 to 0.9, and compared the new F-scores
against the original baseline. The results of this experiment are summarized in Table 6.
The table also provides an average of the five groups for each threshold value as well as
a combined F-score tally in which all 411 candidate URIs are evaluated together
(non-grouped). We can see a significant improvement from the original non-filtered
F-scores for all groups, including the combined group, using any of the disambiguation
thresholds with the exception of d� 0.9. Empirical results indicate that a threshold of
0.5 to 0.6 gives the best results with an average F-score of 0.84.

Table 7 expands on the results of the combined group by including precision and
recall metrics as well as the counts of correct and incorrect (inaccurate) candidate URIs,
i.e., identity links after filtering. A noticeable improvement is observed from the ori-
ginal (baseline) F-score of 0.560 with the only drop at the d� 0:9 level (0.541). This
drop is caused by high precision (0.898 versus 0.389) but low recall (0.388 versus 1).
Nonetheless, this threshold may still be desirable as it resulted in only 7 errors
remaining from the initial 251 inaccuracies. Also shown is our apparent optimal
threshold of d ¼ 0:5 preserving 200 sameAs candidates of which 149 were true
positive and only 51 false positive classifications. If high recall is desired even a low
threshold of 0.0 to 0.2 would result in F-score improvement over the original
(non-filtered) resource set.

In Fig. 2 we provide a scatter plot of F-score versus disambiguation ratio for the
complete dataset of 411 URIs, i.e., identity link candidates with oracle identified
correct/incorrect entries shown in blue (true positive) and red (true negative). The plot
displays the desired characteristic that inaccurate links trend towards the lower-scoring
disambiguation ratio while correct links gravitate toward higher-scoring values.

Our experimentation reveals that SCID can identify a significant number of erro-
neous identity links independent of any specific topic (animals, cities, etc.).

Table 6. F-scores for the five resource groups at varying threshold values ðdÞ, including average
score for each group and combined score for all candidate URIs.
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A user-specified threshold of 0.5 to 0.6 appears to work well as a general purpose
setting for best F-score (Fig. 2 and Tables 6 and 7).

7 Conclusion

In this paper, we proposed a technique (SCID) to discover coreference inaccuracies in
existing sameAs links. Experimental results indicate that SCID can improve the quality
of an identity collection by correctly flagging questionable identity assertions. A dis-
tinguishing feature is that unlike most existing approaches (e.g., [2, 7]), SCID considers
the semantics of the resources associated through identity links. The semantic relat-
edness and disambiguation ratio scores could provide a quantitative measure of
semantic similarity for those seeking more than a binary correct/incorrect classification.
This is an important advantage over the existing work that leads to future experi-
mentation with skos:closeMatch, skos:exactMatch, and owl:equivalentClasses as the

Fig. 2. Scatter plot of F-score versus disambiguation ratio for combined dataset with
oracle-identified right(blue) and wrong(red) identity links (Color figure online).

Table 7. Precision, Recall, F-score statistics for the combined (non-grouped) set with
correct/incorrect counts of the candidate URIs (i.e., identity links) after filtering.
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identity links. Furthermore, unlike some existing work addressing the same problem,
our proposal does not depend on domain-specific rules that have to be defined by
human experts (as e.g. in [12]). We position SCID not as a replacement for such rules
but as a supplemental verification step.

Development plans for SCID include improvements to the relevant keywords
selection method (Algorithm 1) and the exploration of alternative vector similarity
methods such as Cosine similarity, Euclidean distance, and SVR/SVM (Algorithm 2).
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