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Abstract. Recent studies in information retrieval have shown that gen-
der biases have found their way into representational and algorithmic
aspects of computational models. In this paper, we focus specifically on
gender biases in information retrieval gold standard datasets, often re-
ferred to as relevance judgements. While not explored in the past, we
submit that it is important to understand and measure the extent to
which gender biases may be presented in information retrieval relevance
judgements primarily because relevance judgements are not only the pri-
mary source for evaluating IR techniques but are also widely used for
training end-to-end neural ranking methods. As such, the presence of
bias in relevance judgements would immediately find its way into how
retrieval methods operate in practice. Based on a fine-tuned BERT model,
we show how queries can be labelled for gender at scale based on which
we label MS MARCO queries. We then show how different psychological
characteristics are exhibited within documents associated with gendered
queries within the relevance judgement datasets. Our observations show
that stereotypical biases are prevalent in relevance judgement documents.

1 Introduction

Extensive research in the psychology and sociology literature has shown that gen-
der stereotypes can affect an individual’s life descriptively and prescriptively [1,
2]. These gender stereotypes not only affect the expectations of women and men
about their behaviour, qualities, priorities, and personal needs implicitly, but can
also influence the way they process information [3, 4]. Besides, gender stereotypes
can influence an individual’s judgements, leading to unfair treatments and out-
comes [5]. While individuals’ perception of gender differences might be aligned
with reality in certain cases, such perceptions often originate from gender stereo-
types [6]. Recently, the impact of various biases has been a topic of interest
among researchers in a variety of domains, including Information Retrieval (IR).
[7—13]. For instance, given the wide adoption of neural embeddings in IR, var-
ious researchers have already begun investigating the impact of implicit biases
that are embedded in neural embeddings. In [9], Bolukbasi et al. highlighted the
fact that sexism implicit within pre-trained neural embeddings has the potential
to pose the risk of introducing different types of biases in practically deployed
applications; hence, reflecting gender stereotypes in real time.

Given the impact of biases when seeking information, Rekabsaz et al. [7]
have examined the degree of gender bias among several neural retrieval meth-
ods. They found that the utilization of already biased pre-trained embeddings



considerably amplifies gender biases among the retrieved documents. In another
important study [12], Fabris et al. proposed a word genderedness measure to de-
tect and quantify how various types of information retrieval methods respond to
gendered queries by retrieving documents that are inclined towards similar gen-
der stereotypes. As a result of their experiments, the authors found that lexical,
semantic, and neural models reinforce gender stereotypes in their results.

While biases among different retrieval methods and neural embeddings have
been generally studied in IR, to the best of our knowledge, potential biases within
gold standard benchmark datasets (often known as relevance judgements, aka
grels) have not yet been explored. We believe that it is important to study
whether biases may have been introduced in gold standard datasets, which in
essence govern how retrieval methods are trained and evaluated. An inclination
towards a specific gender or the ascription of implicit biases towards them can
result in a biased retrieval method. As such, the objective of this paper is to
study potential stereotypical gender biases in information retrieval relevance
judgements. The other distinguishing aspect of our work is that unlike earlier
work [7,12], we do not propose a certain computational metric for measuring
gender biases, but rather we measure various psychological characteristics of
document content associated with gendered queries. This way, we quantify, if and
when, systematic differences are exhibited between queries of different genders.

In summary, our work distinguishes itself from the literature by (1) offering
an accurate and well-validated query gender classifier that can be used to label
queries based on gender at scale; (2) studying potential biases at the level of gold
standard relevance judgements through widely adopted psychological character-
istics; and (3) revealing systematic biases aligned with perceptual stereotypes
within query relevance judgements.

2 Methodology

We follow a three-staged methodological process in this paper: (1) In order to be
able to determine query gender at scale, we benefit from the dataset of gendered
queries provided by [7] to train a contextualized classifier to predict query gender.
Subsequently, the trained model is used to label MS MARCO queries [14] (c.f.
Section 2.2). (2) Based on these classified gendered queries from MS MARCO,
we identify the associated relevant documents for each query and quantitatively
measure various psychological characteristics of each such document using the
well-established Linguistic Inquiry and Word Count (LIWC) toolkit (c.f. Sec-
tion 2.3). (3) We report on gender stereotypical biases in information retrieval
gold standards (query relevance judgements, i.e., qrels), which align with well-
documented perceived biases in the psychological literature (c.f. Section 3). We
note that all of our data, code, and results are made publicly accessible!.

2.1 Datasets

Dataset for query gender identification. We employed the publicly available
gender-annotated dataset released by [7] that consists of queries labeled by one of

! https://github.com/aminbigdeli/gender-bias-in-relevance- judgements



Table 1. The accuracy and F1 score of each classifier by gender.

o F1-Score

Category Classifier Accuracy Fomalel Male|Noutral
BERT (base uncased) 0.856| 0.816(0.872| 0.862

DistilBERT (base uncased) 0.847| 0.815| 0.861| 0.853

Dynamic Embeddings RoBERTa 0.810| 0.733| 0.820| 0.836
DistilBERT (base cased) 0.800| 0.730| 0.823| 0.833

BERT (base cased) 0.797| 0.710| 0.805| 0.827

XLNet (base cased) 0.795| 0.710| 0.805| 0.826

. . Word2Vec 0.757| 0.626] 0.756| 0.809
Static Embeddings o Grere 0.750| 0.615] 0.759| 0.792

the following classes: 1) non-gendered (neutral), 2) female, 3) male, and 4) other
or multiple genders. The dataset consists of 742 female, 1,202 male and 1,765
neutral queries. We removed the 41 queries related to the ‘Other or Multiple
Genders’ class as there were not sufficient instances to train a classifier. We also
benefited from 32 pairs of gendered terms released by the same authors.
Dataset for measuring bias. For the purpose of measuring bias in relevance
judgements, we adopted the queries in MS MARCO Dev set [14] that had at
least one related human-judged relevance judgement document — equivalent to
51,827 queries. Note that, the queries from [7] were removed from this dataset
to avoid unintended leakage.

2.2 Query Gender Identification and Labeling

As the first step and in order to be able to label gendered queries at scale, we em-
ploy the dataset released by [7] to train relevant classifiers. We adopt two recent
yet widely adopted techniques for this purpose, namely dynamic embeddings and
static embeddings. More specifically, dynamic embeddings include models such as
BERT [15], DistilBERT [16], RoBERTa [17], and XLNet [18], which are pre-trained
models that have been trained on large corpora. For our work, we used the se-
quence classification class of BERT, DistilBERT, RoBERTa, and XLNet that have
a linear layer over the pooled output, which is used to compute class likelihood
scores. We used this fine tuning capability of these models with a batch size of
16 and the Adamw optimizer with learning rate 2e — 5. We set the number of
epochs to 10 for BERT, DistilBERT, RoBERTa and 20 for XLNet.

Unlike dynamic embeddings, static embeddings such as fastText [19] and
Word2Vec [20] create a single vector representation per token without regard
for context. In order to train a fastText model, we used pre-trained vectors
based on the Common Crawl dataset ? and fine-tuned them based on the pair
of gendered terms and the queries from [7]. As another model, we employed
the pretrained Google News Word2Vec model and adopted the average of each
query’s term vectors to represent the query. Based on this, an SVM classifier with
a polynomial kernel function was applied to classify the queries.

In order to evaluate the performance of the classifiers, we adopt a 5-fold
cross-validation strategy. As shown in Table 1, the uncased fine-tuned BERT
model shows the best performance for query gender identification. Now, using
the uncased fine-tuned BERT model, we labeled all of the 51,827 queries in the

2 https://bit.1y/30BFTJO
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Fig. 1. (a) Percentage of female and male affiliations in relevant documents for each
of the female, male and neutral query groups.(b) and (c) Differences between affective
processes of relevance judgements for different gendered queries. The y-axis shows the
percentage of each characteristic across female, male and neutral query sets.

MS MARCO query set. In total, we ended up with 48,200 neutral queries, 2,222
male queries, and 1,405 female queries. To have a balanced setup, we retained all
1,405 female queries and randomly selected 1,405 queries from each of the other
two classes. We utilized 1,405 queries in each class and their associated relevance
judgement documents to investigate the presence of stereotypical gender biases.

2.3 Quantifying Psychological Characteristics

Our approach for quantifying bias is based on measuring different psychological
characteristics of the relevance judgement documents associated with each query.
We expect the measures of psychological characteristics across genders to align
with findings from well-founded psychological experiments and not to exhibit be-
havior consistent with stereotypical biases associated with gender. To investigate
this, we employ Linguistic Inquiry and Word Count (LIWC) [21] text analyt-
ics toolkit to compute the degree to which different psychological characteristics
are observed in relevance judgement documents. We consider stereotypical biases
relating to affective processes, cognitive processes, drive, and personal concerns.

Before we present our findings, we benefit from LIWC to validate the per-
formance of our BERT-based gender classifier. LIWC can be used to measure the
male or female affiliation of a document. We measure such gender affiliations
through LIWC for all relevance judgement documents and report the percentage
of gender affiliations related to each query gender type in Figure 1(a). This figure
asserts the efficiency of the BERT-based gender classifier as it shows that female
queries are primarily associated with female affiliated documents, while male
queries are related to male affiliated documents. Furthermore, neutral queries
do not show affiliation with either gender. We consider the consistent behavior
between LIWC and the gender classifier as a sign of the utility of the gender
classifier as well as appropriateness of LIWC to be applied to such documents.

3 Findings

During information processing, individuals might make observations that are
compatible with their stereotypical mental presumptions [3]. We are interested
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Fig. 2. Differences between the three psychological processes of relevance judgements
for different gendered queries. The y-axis is similar to Figure 1.

in exploring if such stereotypical biases are incorporated into gold standard rel-
evance judgments, as they might pass biases onto retrieval methods.

Affective Processes are defined as the expression of positive and negative emo-
tions by an individual. We visualize the degree of positive and negative emotions
expressed in relevance judgement documents associated with gendered queries
in Figure 1(b). As shown, the documents present a similar degree of positive
emotions regardless of the gender type of the query they are associated with.
However, when considering negative emotions, documents that are related to
female queries exhibit a higher degree of negativity compared to male and neu-
tral queries. To further understand this, we explore the three sub-characteristics
of negative emotions as described in [21], namely anziety, anger, and sadness.
We find that relevance documents associated with male queries exhibit higher
rates of anger whereas higher degrees of anxiety and sadness are observed for
documents associated with female queries. This implies that stereotypical biases
can be observed in gold standard relevance judgements with regards to negative
emotions of affective processes. Psychological studies [22, 23] have already shown
that there are no systematic differences between males and females as it relates
to affective processes such as the experience or expression of anger. Gao et al
[24] also reported that there were no significant gender differences in average
depression and stress levels among female and male students. While the study
did find significant gender differences in stress problems, it did report higher
levels of anxiety for females consistent with the observations in Figure 1(c).

Cognitive processes are the higher-level functions of the brain and are rep-
resented through characteristics such as insight, causation, discrepancy, tenta-
tiveness, certainty, and differentiation within the LIWC toolkit. As shown in
Figure 2(a), documents associated with female queries show superior degrees of
cognitive capacity compared to those related to male queries. However, based
on psychological literature, males and females share similar cognitive abilities
on most of cognitive functions [25]. Various researchers have argued that po-
tentially observable differences between the sexes relating to intellectual and
cognitive functions can be attributed to patterns of abilities as opposed to over-
all intellectual function of each gender [26-28]. Our observations show that there
are implicit biases encoded within the relevance judgment documents associated
with gendered queries in terms of psychological expression of cognitive processes.
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Personal Concerns such as work, leisure, home, money, religion, and death
are investigated and the findings presented in Figure 2(b), reveal that relevance
judgement documents associated with male queries have a higher degree of focus
on personal concerns compared to female queries. This finding is aligned with
the literature when it comes to personal concerns for leisure. The literature [29]
reports that distribution of leisure time is significantly impacted by gender, espe-
cially for time allocated over the weekend. However, social psychology research
has shown that such differences do not exist in other aspects of personal con-
cern such as death, anxiety, and religiosity [30-33]. Furthermore, the literature
reports that although the number of females has increased in the workplace and
their presence in traditionally male-dominated professions has grown, there are
still descriptive gender stereotypes in environments [34-38]. In another study [4],
Heilam discussed that prescriptive and descriptive gender stereotypes result in
gender bias in the workplace, which are unfounded. We find that such stereo-
typical biases do exist in relevance judgement documents and reflect biases that
have been reported in the literature in the past.

Drives focus on characteristics of individuals that guide them towards achieving
goals or accomplishing milestones. They can be defined with five key character-
istics including affiliation, achievement, power, reward, and risk avoidance [21].
We find, as shown in Figure 2(c), that relevance judgement documents associ-
ated with male queries express higher degrees of affiliation, achievement, and
power compared to female queries, while the inverse is observed for reward and
risk avoidance. These findings are supported by the literature that males seek
for power and achievement more than females, but contradict studies that report
higher degrees of affiliation for the female gender [39]. In addition, Byrens et al.
have shown that males are more likely to take greater risks compared to females
[40], which is compatible with our observations on degrees of risk avoidance.

Similar to other psychological characteristics, we find that differences can
be observed regarding different personal drive characteristics between relevance
documents associated with female and male queries. However, in this case, the
differences are not due to stereotypical differences and have already been shown
in the related literature that such personal drive characteristics are observed in
practice for reasons such as physiological differences in gender.

4 Concluding Remarks

This paper investigated gender biases in gold standard IR relevance judgement
datasets. We found that gender biases are prevalent in relevance judgements
across a range of psychological processes. While some of the biases are expected
as a result of physiological differences between genders, most gender biases are
a result of the stereotypical perception of gender differences. We submit that
regardless of the source of gender bias, be it stereotypical or physiological, IR
relevance judgement documents should not show significant differences across
various psychological processes based on the gender of the submitted query.
Unbiased gold standards will ensure that gender biases do not get translated
into representation and algorithmic aspects of retrieval methods.
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