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Abstract. Recent studies have shown that information retrieval systems
may exhibit stereotypical gender biases in outcomes which may lead to dis-
crimination against minority groups, such as different genders, and impact
users’ decisionmaking and judgements. In this tutorial, we inform the audi-
ence of studies that have systematically reported the presence of stereo-
typical gender biases in Information Retrieval (IR) systems and different
pre-trained Natural Language Processing (NLP) models. We further clas-
sify existing work on gender biases in IR systems and NLP models as being
related to (1) relevance judgement datasets, (2) structure of retrievalmeth-
ods, (3) representations learnt for queries and documents, (4) and pre-
trained embedding models. Based on the aforementioned categories, we
present a host of methods from the literature that can be leveraged to mea-
sure, control, or mitigate the existence of stereotypical biases within IR
systems and different NLP models that are used for down-stream tasks.
Besides, we introduce available datasets and collections that are widely
used for studying the existence of gender biases in IR systems and NLP
models, the evaluation metrics that can be used for measuring the level of
bias and utility of the models, and de-biasing methods that can be lever-
aged to mitigate gender biases within those models.

1 Motivation and Overview

There have been both qualitative and quantitative studies that have effec-
tively shown that societal biases have become prevalent in various Natural Lan-
guage Processing (NLP) and Information Retrieval (IR) techniques, models,
and datasets [2,3,10,11,13,15,17,18,24,28,35,37]. Given these tools are often
deployed at scale, such biases have the potential to directly impact the lives of
many people. More specifically within the context of IR systems, biased methods
can exacerbate biases by exposing users to a set of biased documents in response
to user queries. Such biases can have a potentially harmful impact on the users’
judgments when exposed to unfair and biased search results. This is concerning
since not only do a large number of search engine users heavily rely on retrieval
systems on a daily basis but also the search results often constitute a major
component of important practical systems such as recommendation systems,
question answering systems, intelligent assistants, to name a few.
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Researchers such as Draws et al. [14] have most recently shown that when
search results are biased, the users who are exposed to the biases results will tend
to favor the biased viewpoint. This aligns very well with several forms of cognitive
bias identified by Azzopardi [1] including Availability bias, which points to user
biases towards content that are more easily accessible, and Anchoring Bias that
reports that users are more likely to focus on the first piece of information that
they receive. Thus, it is important to systematically control the degree of biases
that are exhibited by such retrieval systems to avoid their detrimental effects on
the users’ beliefs and decisions. To systematically address such biases, various
researchers have proposed methods that can help control and/or mitigate biases,
such as gender biases, in information retrieval systems. In this tutorial, we will
provide a classification of existing work in the literature [2,5,7–10,12,16,19–
21,23,30,32,33,35,38,39] and introduce the state-of-the-art methods that are
available for managing gender biases within IR systems. The structure of this
tutorial can be summarized as follows:

1. The tutorial will present concrete evidence, using real-world examples of cases
where gender biases are introduced and intensified in natural language pro-
cessing and IR systems;

2. The tutorial will draw inspiration from and provide adequate contextual infor-
mation from experience reports and methodological work in natural language
processing that have already explored gender biases [34,35];

3. A systematic classification of possible sources for gender biases will be pre-
sented and details of how biases can be transferred from these sources will
be provided. These sources include relevance judgement collections, ranker
characteristics, objective functions, and neural embeddings, to name a few.

4. The tutorial will review existing methods that have attempted to control or
mitigate gender biases and will also provide an in-depth treatment of the
retrieval effectiveness-bias tradeoff. This tradeoff is concerned with the right
balance between maximizing retrieval effectiveness and minimizing gender
bias, which may not always be synergistic;

5. A clear description of evaluation methodology, datasets, and metrics that have
been used in the literature for investigating gender bias will be provided.

Our tutorial will build on our recent tutorial at SIGIR 2022 [6] (https://bit.
ly/3TfDMss) as well as four invited talks that we have delivered at Microsoft
Research, Center for Intelligent Information Retrieval at UMass Amherst, the
keynote talk at the BIAS workshop at ECIR 2022, and Radboud University. The
central focus of the tutorial and these talks have been on methods for controlling
and mitigating gender biases, which can broadly be classified as follows:

1. Relevance Judgement Collections: Relevance judgment documents are often
considered as gold standard benchmark datasets used for training and eval-
uating ranking models. Researchers have already introduced methodological
processes for studying possible traces of gender bias in relevance judgment
collections [9,27], and show that stereotypical gender biases can be observable
in these collections, which are capable of making their way into the algorith-
mic aspects of ranking models that are trained and evaluated based on them.

https://bit.ly/3TfDMss
https://bit.ly/3TfDMss
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We will also introduce those approaches that have been introduced in the
literature for de-biasing relevance judgment collections. We will report on
the findings from these studies that when neural ranking models are trained
based on de-biased relevance judgments, the level of gender biases may be
reduced while retrieval effectiveness is maintained.

2. Neural Representations: Neural embeddings have been widely adopted in
IR systems for different tasks such as document retrieval [4]. Since neu-
ral representations have often been pre-trained on large corpora, they may
have picked up existing gender stereotypes and biases. Many research works
[5,10,12,35,39] have investigated gender biases within these neural represen-
tations, and have proposed methods for mitigating the levels of bias using
different approaches such as data augmentation and embeddings de-biasing
techniques [10,17,25,29]. We will cover how such techniques can be adopted
in practice to manage gender biases.

3. Query Representation: The query submitted by the user can itself be highly
influential on the retrieved list of documents. For instance, Kulshrestha et
al. [22] examine the impact of such biases in the context of political search
queries. Therefore, we will report on studies that explore the gendered nature
of search queries [36], as well as those that present query reformulation mech-
anisms that attempt to revise an initial query in a way that will lead to a less
biased list of documents while maintaining retrieval effectiveness [8].

4. Retrieval Methods: Recent studies show that neural-based retrieval methods
can intensify the level of gender biases within the retrieved list of documents
[16,31]. Therefore, it is important to manage the level of gender bias at the
ranker level. Researchers have already looked into how rankers can be made
less biased (or in other terms more fair) through approaches such as introduc-
ing bias-aware loss functions or bias-aware negative sampling strategies. In the
tutorial, we will cover various existing work in this space. For instance, we will
introduce methods such as AdvBert [30] that leverages adversarial compo-
nents within the BERT reranker loss function for decreasing the level of bias in
neural ranking models. We will also introduce the bias-aware neural ranker [32],
which explicitly incorporates a notion of gender bias and hence control how bias
is expressed in documents that are retrieved. We will also cover bias-aware nega-
tive sampling strategies that consider the degrees of gender bias when sampling
documents to be used for training neural rankers [7].

We highlight that this tutorial will build on but significantly expand the scope
of our talks by providing comprehensive information about evaluation strategies,
available datasets, and bias measurement techniques. Most important, we will
discuss the limitations of existing work from both technical as well as conceptual
perspectives. For instance, we will highlight the following two limitations: (1)
existing work in the literature have focused primarily on the notion of sex as a
binary construct and assumed that search queries and results can be analyzed
from their association with the male or female gender. This is a major limitation
that needs to be addressed in future work; and (2) Most existing work assume
that gender bias can be measured based on the frequency of gendered terms. This
overlooks the complexity associated with the stance and position of documents
with regards to different gender identities in favor of simplifying computation.
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2 Objectives

The objectives of this tutorial can be enumerated as follows: 1) Show the pres-
ence of gender biases in IR systems and large scale corpora relevance judgments;
2) Introduce bias measurement metrics used for calculating the level of gender
biases within the retrieved list of documents; 3) Present datasets used for investi-
gating gender biases in IR results; 4) Introduce de-biasing methods for reducing
the level of bias in relevance judgment datasets; 5) Describe existing methods
for mitigating the level of bias within neural ranking models; 6) Present exist-
ing methods for the exploration and mitigation of bias in neural embeddings;
7) Highlight important theoretical and conceptual limitations of existing work
when dealing with the concept of gender.

The aforementioned topics will give participants a thorough understanding
of existing datasets and bias measurement metrics used for investigating gender
biases within information retrieval results. Besides, they become familiar with
methods used for reducing gender biases within IR systems. As a result, they can
take advantage of these techniques to release models that are aware of gender
biases and expose users to a less biased list of documents without being worried
about the retrieval effectiveness of their model. In addition, these topics can be
beneficial for researchers who are conducting research in a similar area in terms
of applying introduced de-biasing methods for other types of societal biases and
can serve as a useful starting point.

3 Format and Schedule

The length of this tutorials will be half day, i.e., 3 h plus breaks and will be
delivered in-person by the presenters. This tutorial covers the following sections:

Introduction to the Topic of Gender Biases in IR [30min]. The tutorial
will begin by covering the foundations of IR methods as well as the datasets,
which will be referred to throughout the tutorial. We will provide evidence to
show the footprints of various forms of gender bias in IR systems and will intro-
duce bias measurement methods that will be used for measuring the level of bias
in retrieval results.

Exploration of Gender Biases in IR Relevance Judgments and
Retrieval Methods [30min]. We discuss the presence of stereotypical gen-
der biases within various IR methods and compare the level of gender bias
among their retrieved results. Subsequently, we explore the possibility of gen-
der biases within relevance judgement datasets, also known as gold standard
datasets. Through a methodological approach, we discuss that such datasets
could be a potential source of bias.

Mitigation of Gender Biases in IR Methods [60min]. In this session,
we review existing methods for reducing gender bias through different classes of
retrieval methods, namely, term-frequency-based methods as well as neural rank-
ing models. These de-biasing methods can be classified based on four different
strategies, namely (1) Adversarial Training, (2) Regularizing the Loss Function,
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(3) Data Augmentation, and (4) Query Representation. Additionally, we show
the effectiveness of each of the proposed methods in reducing the level of bias
within the retrieved results and their utility. We will demonstrate that leveraging
these methods allows for maintaining utility and at the same time mitigating
the level of bias. Finally, we demonstrate how each of the proposed methods can
be applied for other societal attributes other than gender.

Exploration and Mitigation of Gender Biases in Neural Embeddings
[40min]. In this session, we will explore the existence of gender biases within the
representation and algorithmic aspects of different classes of neural embeddings,
namely (1) static word embeddings and (2) dynamic word embeddings. In addi-
tion, we will cover the proposed methods used for de-basing neural embeddings
and will show their impact on both reducing gender biases and performance of
down-stream tasks.

Limitations and Future Work [20min]. This session will discuss major
theoretical and conceptual limitations of existing work and will present avenues
for future work.

4 Audience and Relevance

Fairness and ethical issues surrounding the practice of IR has become a major
topic of concern among IR researchers [8–10,30,31,39]. The existence of gender
stereotypes in IR systems can influence an individual’s judgments, leading to
unfair treatments and outcomes. In an ideal world, the expectation from IR
systems is to be fair towards different gender identities and avoid reflecting unfair
prejudices that may exist within society. We hope that our work contributes to
the growing body of knowledge in this area, and helps the IR community to
become familiar with the datasets, metrics, and methods that can be used for
reducing the level of such biases in retrieval methods.

It is worth mentioning that there have been many attempts by industrial
entities to address biases from a practical sense. For instance, we can point to
the investigation of fairness in neural-based models by Microsoft, the responsible
machine learning initiative at Twitter, which tackles gender and racial biases, or
the PAIR group at Google Brain that explores responsible AI in Google systems.

We note that while there have been similar tutorials related to investigating
fairness issues in IR systems in other venues, the topics proposed in this tutorial
distinguish themselves by focusing on proposing systematic and well-validated
methods for reducing gender biases in retrieval results. The following tutorials
can be considered complementary and synergistic to the theme of ours:

1. Addressing Bias and Fairness in Search Systems by Ruoyuan Gao and Chirag
Shah at SIGIR 2021. Similar to our topic, this tutorial focuses on introducing
the issue of bias in data, algorithms, and search process.

2. Fairness of Machine Learning in Recommender Systems by Yunqi Li,
Yingqiang Ge, Yongfeng Zhang at CIKM 2021. This tutorial introduces and
describes fairness definitions as well as evaluation metrics in recommender
systems.
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3. Fair Graph Mining by Jian Kang, Hanghang Tong at CIKM 2021. The pur-
pose of this tutorial is to introduce state-of-the-art techniques for increasing
fairness on graph mining and describe challenges as well as future directions.

There are many other similar tutorials presented at major venues similar
to the above. Our goal in this tutorial is to provide comprehensive knowledge
about the methods and techniques that can be used for reducing gender bias in
IR systems, while past tutorials are not related to retrieval tasks.

The target audience for this tutorial will be those who have interest in IR
methods especially neural ranking models and well-known datasets. The tuto-
rial will provide an overview of some of the IR concepts and components for
those who are new to the field of IR. As such, sufficient details will be pro-
vided as appropriate so that the content will be accessible and understandable
to those who only have a basic understanding of IR principles. This tutorial will
only assume that the audiences is familiar with different topics included in an
undergraduate IR course such as those covered in [26].

5 Presenters

Amin Bigdeli is a Data Scientist at Warranty Life and a Research Associate at
Toronto Metropolitan University. His research work focuses on issues of fairness
in information retrieval systems. Amin has published multiple research papers
in this area in top IR venues such as SIGIR, CIKM, EDBT, and ECIR.
Negar Arabzadeh is a Research intern at Google brain working on fairness
evaluation of text to image generation models. She is also completing her Ph.D.
at the University of Waterloo. Her research is aligned with Ad hoc Retrieval and
Conversational search in IR and NLP. Negar has published relevant papers in
prestigious conferences and journals such as SIGIR, CIKM, ECIR, and IP&M.
She previously interned at Microsoft Research and Spotify research and is one
of the lead organizers of NeurIPS 2022 IGLU competition on NLP task.
Shirin Seyedsalehi is a Ph.D. student at Toronto Metropolitan University.
Her research so far is focused on fairness in Information Retrieval and Neural
Rankers. She has published papers in well known conferences such as SIGIR,
CIKM and EDBT. She previously interned at Microsoft Research.
Morteza Zihayat is an Associate Professor and co-founder of the centre for
Digital Enterprise Analytics & Leadership (DEAL) at Toronto Metropolitan Uni-
versity. His research concerns user modeling, applied machine learning and bias,
debiasing, and fairness in NLP and IR. He has published in various well-respected
journals and conferences in Information Retrieval, Machine Learning, and Infor-
mation Systems such as IEEE TKDE, Information Processing and Management,
ACM SIGKDD, SIGIR, ECIR, PKDD, SIAM, and SDM.
Ebrahim Bagheri is a Professor and the Director for the Laboratory for Sys-
tems, Software and Semantics (LS3) at Toronto Metropolitan University. He
holds a Canada Research Chair (Tier II) in Social Information Retrieval as well
as an NSERC Industrial Research Chair in Social Media Analytics. He currently
leads the NSERC Program on Responsible AI (http://responsible-ai.ca). He is

http://responsible-ai.ca
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an Associate Editor for ACM Transactions on Intelligent Systems and Technol-
ogy (TIST) and Wiley’s Computational Intelligence.

6 Type of Support Materials

As for the supporting materials, we will publicly share a Github repository sev-
eral weeks prior to the conference so the participants of the tutorial can famil-
iarize themselves with the content. The repository will include a comprehensive
slide deck, links to code, models, datasets, and run files.
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