
Retrieval-Augmented Neural Team Formation

Abstract. This study investigates the formation of expert teams that collectively
possess a specified skill set. While traditional methods have employed graph
search techniques to identify subgraphs that meet skill requirements or neural ar-
chitectures to map skills to experts, we introduce a novel approach that emphasizes
both cohesive team dynamics and comprehensive skill coverage. Our retrieval-
augmented generation model is designed to optimize the probability of successful
collaboration among team members. Extensive experiments demonstrate that our
proposed method significantly outperforms existing state-of-the-art approaches,
offering a more effective solution for expert team formation.

1 Introduction
In today’s fast-paced and complex project environments, assembling effective teams
has become increasingly critical across various sectors, including scientific research,
engineering, and healthcare. Complex projects often demand a diverse set of skills and
expertise that no single individual can provide. Consequently, the basic form of the team
formation problem involves selecting a group of individuals from a pool of candidates
who collectively possess the required skill set [11,6]. Candidates for team formation can
be found on platforms such as LinkedIn, GitHub, and Google Scholar. However, selecting
the right experts is difficult due to the vast number of potential candidates available. [15].
The team formation problem can be likened to the set covering problem [9], where the
objective is to find the smallest subcollection of sets (in this case, experts) whose union
covers a target set of skills [1,3]. Traditional solutions to expert selection often fall
short in creating optimal team compositions, as they typically ignore key factors like
collaboration dynamics and interpersonal relationships [7,10].

Recognizing the complexities of team formation, there is increasing interest in using
machine learning to tackle this challenge. Neural network-based methods have been
developed to model the intricate relationships between required skills and expert capa-
bilities. [5,16]. Specifically, neural variational Bayesian models address the sparsity and
uncertainty in expert-skill relationships, capturing probabilistic associations to enhance
robustness under uncertain conditions [15]. Recurrent neural network-based methods
have been applied to capture the sequential dynamics of team formation, enabling
predictions of future team compositions that adapt to changing project needs [19,13].
Bayesian inference techniques also offer valuable insights by incorporating prior knowl-
edge and managing uncertainty in a principled manner [2]. Despite these advancements,
existing models often prioritize either skill matching or collaboration history, failing to
effectively integrate both aspects in forming optimal teams. [16,18]

To address these challenges, we propose a novel approach on collaborative team
formation that emphasizes not only comprehensive skill coverage but also the importance
of past collaboration in enhancing team cohesion and productivity. By leveraging a
Retrieval-Augmented Generation (RAG) [12,4] model, our approach retrieves historical
team formation data and combines it with a generation module that predicts expert
teams capable of fulfilling the required skills while maintaining effective collaboration
dynamics. In summary, the contributions of this paper are as follows: (1) We have



proposed a custom RAG model for the Team Formation problem as a downstream task.
The proposed model retrieves and utilizes items that are effective and informative for
generating ideal teams 1. (2) Our proposed method shows robustness in generating ideal
teams thanks to its custom RAG architecture. Proposed teams are predicted using a
custom generator model that is customized to only proposed experts for a given skill set.
(3) Through extensive experiments, we demonstrated the effectiveness of our proposed
method compared to state-of-the-art baselines from different categories of techniques.

2 Methodology
Given a set of experts𝐸 = {𝑒1, 𝑒2, . . . , 𝑒𝑛} and a set of required skills 𝑆 = {𝑠1, 𝑠2, . . . , 𝑠𝑚},
the objective of collaborative team formation involves selecting a subset of experts to
form an optimal team that balances two criteria: (1) Skill Coverage: If each expert 𝑒𝑖
possesses a subset of skills 𝑆𝑒𝑖 ⊆ 𝑆, the objective of team formation is to identify a sub-
set of experts 𝐸𝑡 ⊆ 𝐸 that collectively covers all required skills 𝑆, i.e.,

⋃
𝑒𝑖∈𝐸𝑡

𝑆𝑒𝑖 = 𝑆.
(2) Collaborative Effectiveness: The team should prioritize experts who have a history
of working together. Let 𝐶 denote the collaboration matrix, where 𝐶𝑖 𝑗 = 1 if experts 𝑒𝑖
and 𝑒 𝑗 have collaborated previously, and 𝐶𝑖 𝑗 = 0 otherwise. The objective is extended
to maximize collaborative compatibility among team members by maximizing the sum
of 𝐶𝑖 𝑗 for all pairs (𝑒𝑖 , 𝑒 𝑗 ) ∈ 𝐸𝑡 , i.e., max𝐸𝑡⊆𝐸

∑
(𝑒𝑖 ,𝑒 𝑗 ) ∈𝐸𝑡

𝐶𝑖 𝑗 .
Figure 1 illustrates the architecture designed to estimate the function 𝑓 : 𝑆 → 𝐸

which maps the powerset of skills to powerset of experts. This is achieved through a
Retrieval-Augmented Generation (RAG) model that combines retrieval and generation
modules to enhance the formation of collaborative teams. The RAG architecture lever-
ages both pre-trained dense vector representations and historical team formations. Given
the set of required skills 𝑆 as input, the model begins by transforming 𝑆 into a dense
vector 𝑣𝑠 . The retriever module uses this vector representation to search for relevant past
teams, aligning the retrieval process with similar skill requirements from historical data.
These retrieved results serve as the context for the generator module, which predicts
the optimal expert team sequence 𝐸𝑡 = {𝑒1, 𝑒2, . . . , 𝑒𝑘} ⊂ 𝐸 . The generator fine-tunes
its output by integrating the retrieved team formations, enhancing the generated team’s
relevance and ensuring the proposed team meets the required skill set with coherence
and historical collaboration patterns. This combination of retrieval and generation com-
ponents enables the model to balance skill coverage and collaborative effectiveness. The
architecture’s components are explained in detail as follows.
Encoder The encoder is responsible for transforming the input skill set 𝑆 into a dense
embedding that can be used for both retrieval and generation. Specifically, we employ a
custom T5-based encoder tailored for the team formation problem, which generates skill
embeddings 𝑣𝑠 to capture the semantic relationships within 𝑆. To enhance the encoder’s
performance, we incorporate a contrastive loss function. This novel addition improves the
model’s ability to differentiate skill sets by bringing embeddings of semantically similar
teams closer in the vector space, while increasing the separation between embeddings
of dissimilar teams.
Retriever Given the input skill embedding 𝑣𝑠 , the retriever retrieves the top-R relevant
teams, denoted by T = {(𝑆𝑖 , 𝐸𝑖)}𝑅𝑖=1, where the pair (𝑆𝑖 , 𝐸𝑖) includes the skill set of
1 Our code and dataset are publicly available at https://tinyurl.com/43frmv6p

https://tinyurl.com/43frmv6p


Fig. 1: RAG Architecture for Collaborative Team Formation.

the i-th team, and 𝐸𝑖 is the corresponding expert team, from a pre-built FAISS index of
historical teams. The relevance is determined by calculating the similarity between the
input skill set 𝑆 and each historical skill set𝑆𝑖 using L2 distance.

dist(𝑆, (𝑆𝑖 , 𝐸𝑖)) = ∥𝑣𝑠 − 𝑣𝑠𝑖 ∥2 (1)

where 𝑣𝑠𝑖 represents the skill embedding of the 𝑖-th historical team retrieved from the
index. The skill expert pair with the smallest distances are considered the most relevant.
Generator The generator takes the required skill set 𝑆 and the retrieved historical teams
T = {(𝑆𝑖 , 𝐸𝑖)}𝑅𝑖=1 and to generate the expert team 𝐸𝑡 . The generator is based on T5
sequence-to-sequence architecture. The probability of generating 𝐸𝑡 is modeled as:

𝑃(𝐸𝑡 |𝑆) =
𝑅∑︁
𝑖=1

𝑃(𝐸𝑡 |𝑆, (𝑆𝑖 , 𝐸𝑖))𝑃((𝑆𝑖 , 𝐸𝑖) |𝑆) (2)

where 𝑃((𝑆𝑖 , 𝐸𝑖) |𝑆) is the retrieval probability computed from the similarity score, and
𝑃(𝐸𝑡 |𝑆, (𝑆𝑖 , 𝐸𝑖)) is the probability of generating the team 𝐸𝑡 given the skill set 𝑆 and
historical retrieved relevant teams T .
Model Training Our model training process consists of two key stages: first, pre-
training the encoder with contrastive learning to create robust skill set representations,
and second, integrating the pre-trained encoder into the RAG architecture to fine-tune
the generator for optimized team formation. To train the encoder, we use the contrastive
loss as follows:

Lcontrastive =

𝑁pos∑︁
𝑖=1

CosineLoss(𝑣𝑠 , 𝑣𝑖pos, 1) +
𝑁neg∑︁
𝑗=1

CosineLoss(𝑣𝑠 , 𝑣 𝑗
neg,−1) (3)

where 𝑁pos and 𝑁neg denote the number of positive and negative samples, respectively.
𝑣𝑠 is the embedding of the input skill set, 𝑣𝑖pos represents the 𝑖-th positive embedding, and
𝑣
𝑗
neg represents the 𝑗-th negative embedding. The loss function optimizes the encoder by

reducing the cosine distance to positive samples (labeled as 1) and increasing the distance
from negative samples (labeled as -1), enhancing its ability to distinguish between
relevant and irrelevant teams. Algorithm 1 outlines the encoder training process.

The generator is trained by minimizing the negative log-likelihood, defined as:

Lgenerator = − log 𝑃(𝐸∗𝑡 |𝑆,T) (4)



Algorithm 1: Encoder Training with Contrastive Learning
Input: Dataset T = {(𝑆𝑖 , 𝐸𝑖)}𝑁train

𝑖=1 , encoder E
Output: Trained Encoder E

1 foreach (𝑆𝑖 , 𝐸𝑖) ∈ T do
2 Sort {(𝑆 𝑗 , 𝐸 𝑗 ) | 𝑗 ≠ 𝑖} by similarity of 𝐸 𝑗 to 𝐸𝑖

3 Select top 𝑅 pairs as positive samples
4 end
5 repeat
6 Sample 𝑏 ⊂ T
7 𝐿𝑏 ← 0
8 foreach (𝑆𝑖 , 𝐸𝑖) ∈ 𝑏 do
9 𝑣𝑠 ← E(𝑆𝑖)

10 Retrieve 𝑣𝑝𝑜𝑠 and select 𝑣𝑛𝑒𝑔 by random sampling of 𝐸 𝑗 ≠ 𝐸𝑖

11 𝐿𝑝𝑜𝑠 ←
∑

CosineLoss(𝑣𝑠 , 𝑣𝑝𝑜𝑠 , 1)
12 𝐿𝑛𝑒𝑔 ←

∑
CosineLoss(𝑣𝑠 , 𝑣𝑛𝑒𝑔,−1)

13 𝐿𝑏 ← 𝐿𝑏 + 𝐿𝑝𝑜𝑠 + 𝐿𝑛𝑒𝑔
14 end
15 𝐿𝑏 ← 𝐿𝑏/(|𝑏 | · 2𝑅)
16 Backpropagate 𝐿𝑏 and update E
17 until convergence
18 return E

where 𝐸∗𝑡 is the ground truth expert team for the input skill set 𝑆, and T is the list of
the top-R retrieved teams. This loss function encourages the model to generate expert
teams that best match the skill requirements specified by the input query, considering
both the input skill set and the retrieved historical teams.

Model Inference During inference, our model predicts the expert team 𝐸𝑡 for a given set
of required skills 𝑆 as summarized in Algorithm 2. First, the trained encoder transforms
the input skill set 𝑆 into a dense embedding vector 𝑣𝑠 by applying mean pooling over the
last hidden layer of the encoder’s output. Next, the retriever uses this embedding to find
the top-𝑅 relevant historical teams T = {(𝑆𝑖 , 𝐸𝑖)}𝑅𝑖=1 by minimizing the L2 distance.
Finally, the generator predicts the expert team 𝐸𝑡 based on the input skill set 𝑆 and the
retrieved historical teams T .

3 Experiments
Datasets We have adopted datasets that have been used by earlier work such as Rad
et al. [15], Lapas et al. [11] and Zihayat et al. [20], DBLP2 and Dota23. DBLP tracks
co-authorship networks among researchers, capturing their publications, expertise, and
historical collaborations. The Dota2 dataset is derived from the gaming environment,
where each game records player heroes and configurations. In the DBLP dataset, our
task is to suggest authors as experts to cover the skills needed for a publication. In the
Dota2 dataset, we aim to recommend players as experts who can win a game based on the

2 https://www.aminer.org/citation
3 https://www.kaggle.com/datasets/devinanzelmo/dota-2-matches

https://www.aminer.org/citation
https://www.kaggle.com/datasets/devinanzelmo/dota-2-matches


Algorithm 2: Inference Procedure using RAG Model
Input: 𝐷test = {(𝑆𝑖 , 𝐸𝑖)}𝑁test

𝑖=1 ; Trained_Encoder; Trained_Generator;
Custom_Tokenizer; T = {(𝑆𝑖 , 𝐸𝑖)}𝑁train

𝑖=1 ; 𝑅
1 foreach (𝑆𝑖 , 𝐸𝑖) ∈ 𝐷test do
2 𝑆tok

𝑖
← Tokenizer(𝑆𝑖)

3 H𝑖 ← Encoder(𝑆tok
𝑖
)

4 ℎ𝑖 ← 1
𝑁

∑𝑁
𝑗=1 H𝑖 𝑗

5 {(𝑠𝑖𝑟 , 𝑒𝑖𝑟 )}𝑅𝑟=1 ← Retriever(ℎ𝑖 ,T , 𝑅)
6 �̂�𝑖 ← Generator

(
𝑆𝑖 , {(𝑠𝑖𝑟 , 𝑒𝑖𝑟 )}𝑅𝑟=1

)
7 Evaluate metrics comparing �̂�𝑖 and 𝐸 tok

𝑖

8 end

Table 1: Dataset statistics.
Dataset # teams # Unique experts # Avg. experts/team # Unique skills # Avg. skills/team # Avg. skills/expert

DBLP 10,675 10,831 4.04 2000 14.55 58.09
Dota2 640 2,727 5 3,057 31.46 36.86

configurations and opponent players. These tasks enable us to explore team formation
strategies that maximize complementary skills and cohesive past performances. Detailed
statistics for both datasets can be found in Table 1.
Metrics Following earlier work [15,11,20], we have adopted 3 retrieval metrics: (1) Re-
call, (2) MAP and (3) NDCG. To measure efficacy, we employ a 10-fold cross-validation
strategy, with scores based on exact matches. The model is considered successful only
if it proposes the exact team of experts expected for a given set of skills.

Baselines We have included state-of-the-art techniques from diverse approaches: (1)
Rad et al. [15]:This paper is currently state-of-the-art and represents the neural vari-
ational Bayesian-based group of methods. (2) Sapienza et al. [17]: This paper
utilizes autoencoder neural network architecture to learn a mapping function from skills
to experts. (3) Wu et al. [19]: This paper uses recurrent neural network (RNN) archi-
tecture based on LSTM to learn past collaborations in the past. (4) Du et al. [2]: In
this paper, the authors proposed a Bayesian Group Ranking (BGR) method to optimize
the weights of a Bayesian inference model.

Findings The evaluation results for DBLP and Dota2 datasets are shown in Figure 2
and Figure 3 respectively. Comparing methods using ranking metrics, we make several
observations: (1) in general, methods that are using encoder-decoder neural networks, i.e.
Rad et al. [15], Sapienza et al. [17] and our proposed method are outperforming
others. This can be a result of multiple facts: Sparcity is a known problem in Team
Formation datasets [8,15]. Often, experts are seen collaborating on a limited number of
teams, which is extremely low compared to the total number of collaborations in the
dataset. Therefore models face a challenging situation where they need to learn potential



Recall NDCG MAP

Fig. 2: DBLP dataset performance results for Recall, NDGC and MAP metrics.

Recall NDCG MAP

Fig. 3: Dota2 dataset performance results for Recall, NDGC and MAP metrics.

collaboration from a few observations. This can especially be seen in the Dota2 dataset
in Figure 3. Other reasons can be neural networks’ abilities to capture meaningful
connections from past collaborations due to their memorization and generalization
abilities [14]; (2) by studying two other methods, i.e. Wu et al. [19] and Du et
al. [2], we make an observation about the impact of memorization and generalization.
Wu et al. uses recurrent neural networks to capture collaborations in the past; this
makes this method a prime example of a memorization-focused method. In contrast, Du
et al. uses Bayesian inference in proposing experts, which makes it representative
of the generalization-focused method. While both methods lean on one side of the
memorization-generalization trade-off, it can be seen that Du et al. demonstrates
better performance. This proves while in the Team Formation problem, it is important
to meet both memorization and generalization aspects, it is more crucial to ensure
models have good inferences that result in strong generalization power. Our proposed
method addresses memorization by using a custom retrieval function to extract past
collaborations. Moreover, for the sake of generalization, our method uses a transformer-
based neural network as a generator to propose teams of experts; (3) based on all
metrics scores in Figures 2 and 3, we observe a stable superior performance of our
proposed method compared to state-of-the-art over the full range of top-k cut-offs. This
means our proposed method not-only is not only able to find more relevant experts for
given skill sets but also keeps proposing experts that are relevant and have seen in past
collaborations by increasing the top-k threshold.

4 Concluding Remarks
This paper introduces a retrieval-augmented generation model that effectively integrates
historical collaboration data with required skill sets, enabling the selection of expert
teams with both the necessary competencies and a proven track record of effective
teamwork. Extensive experiments demonstrate that our method significantly outperforms
existing state-of-the-art techniques, underscoring the importance of balancing individual
expertise with interpersonal dynamics in forming successful teams.
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