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Abstract. Collaborative filtering techniques have a tendency to amplify
popularity biases present in the training data if no countermeasures are
taken. The ItemKNN algorithm with conditional probability-inspired
similarity function has a hyperparameter α that allows one to coun-
teract this popularity bias. In this work, we perform a deep dive into
the effects of this hyperparameter in both online and offline experi-
ments, with regard to both accuracy metrics and equality of exposure.
Our experiments show that the hyperparameter can indeed counteract
popularity bias in a dataset. We also find that there exists a trade-off
between countering popularity bias and the quality of the recommenda-
tions: Reducing popularity bias too much results in a decrease in click-
through rate, but some counteracting of popularity bias is required for
optimal online performance.
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1 Introduction

Collaborative filtering algorithms are widely used for recommendation systems.
To make predictions of what users may like, they rely on past preferences for
items expressed by users. These preferences can, for example, be expressed by
interacting with an item. Collaborative filtering methods can suffer from a ‘rich
get richer’ effect when they fail to address the popularity bias in the data. For
example, when some items are visited more often by users, the recommendation
algorithm is also more likely to recommend them. This bias towards already
popular items is generally considered undesirable, and many solutions have been
proposed to address this bias [e.g. 1,17,24]. Even some of the earlier works on
collaborative filtering were mindful of this inherent popularity bias. When Desh-
pande and Karypis [7] proposed the ItemKNN algorithm, they added a hyper-
parameter α to their conditional probability-inspired similarity function with
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the explicit purpose of discounting popular items that may otherwise dominate
recommendations. Recent works have shown that despite advances in the field,
ItemKNN and other nearest neighbour-based methods are still competitive, pro-
vided they are well-tuned [9,10,16,22]. Because of their inherent scalability, they
remain popular methods in production environments.

In this work, we investigate how different values of the hyperparameter α
impact performance and equality of exposure, as a measure of popularity bias,
in both offline and online experiments with ItemKNN on three news datasets.

We answer the following three research questions:

– RQ1: How does the hyperparameter α impact the equality of exposure?
– RQ2: How does the hyperparameter α impact accuracy and CTR results?
– RQ3: Do the offline and online results agree?

Our work is done in the context of the popular item-to-item recommendation
paradigm, recommending similar items in the context of another item, which we
will refer to as context item. We focus our work on the news domain, as they
have a specific interest in combatting popularity bias for ethical reasons, and, of
course, because our partners agreed to perform the online tests discussed in this
work. All data processed in these experiments was collected in accordance with
GDPR: Users consented to receive personalised recommendations, as well as to
have their data analysed and to participate in AB testing.

We find that the hyperparameter α can be used to increase the equality of
exposure. Secondly, we find that it is necessary to seek a trade-off between equal-
ity of exposure and recommendation quality. We leave a thorough investigation
into this trade-off for future work. Finally, we note that our offline and online
results do not align due to the inherent popularity bias persisted in the offline
evaluation [4].

2 Related Work

Popularity bias has been extensively studied in the context of recommender
systems [e.g. 1,17,24]. Although the effect of popularity bias on ItemKNN has
been studied [2], to the best of our knowledge, the impact of the hyperparameter
α on popularity bias has not. In the original work by Deshpande and Karypis [7],
the impact of α is evaluated solely in terms of MRR and HitRate, both accuracy
measures. Recent work by Pellegrini et al. [19] suggests that not recommending
popular items makes recommendations more personalised and can positively
impact the recommender system’s performance.

ItemKNN remains a popular and competitive baseline, despite recent
advances in recommendation algorithms [9,10,16,22].

Due to their scalability, neighbourhood-based methods such as ItemKNN
remain a popular choice in production settings [3,8,15,20]. Therefore, a thorough
investigation of how the popularity bias can be countered is of great practical
relevance.
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Offline and online results often do not correlate [4,11,21], although some
works have achieved success [12,18]. Popularity bias is an important factor in
this failure to correlate and thus we investigate its impact in this work [4].

3 Experimental Setup

In this work, we focus on the item-to-item recommendation problem. The recom-
mendation system needs to recommend users new items while they are currently
visiting an item page on the website. The item the user is visiting is the only
information the system uses to generate recommendations.

The dataset D consists of triplets (u, i, t) where u ∈ U is the user, i ∈ I is
the item, and t ∈ N is the timestamp of when user u interacted with item i.
Then the recommendation for user u is a function: Φ(Dl

u), where Du is the list
of items that the user has seen and Dl

u is the last item that the user has seen.

Algorithm. We use the ItemKNN algorithm, with the similarity between items
computed using the conditional probability-inspired similarity function, defined
as

sim(i, j) =
|{u|i, j ∈ Du}|

|{u|i ∈ Du}| · |{u|j ∈ Du}|α
Here, i is a context item, j is a target item and α is a hyperparameter that
punishes popular items in the similarity computation [7].

Specific values for α can be linked to other similarity measures. When α = 1 it
provides the same recommendations as the lift similarity measure. In the specific
case of item-to-item recommendations, α = 0.5 leads to the same recommenda-
tions as cosine similarity.

Metrics. To evaluate the exposure of articles, we measure both the item-space
coverage and the Gini coefficient as suggested in previous works on evalua-
tion [6,13]. Coverage computes the percentage of the available catalogue rec-
ommended at least once during an experiment, while the Gini coefficient gives
more insight into the recommendation distribution by measuring the inequalities
in the number of recommendations each item in the catalogue receives. To eval-
uate the accuracy of the recommendations, we measured normalised discounted
cumulative gain (NDCG) [14], recall [13] and mean reciprocal rank [13]. For
brevity, we report only the NDCG results in this paper. Both other accuracy
metrics support the same findings. In online trials, we evaluate the quality of
the recommendations by click-through rate (CTR).

Datasets. For our experiments, we use three different newspaper websites as
our testing platforms, referred to as NP1, NP2 and NP3. The statistics of online
traffic and offline exports on these websites can be found in Table 1. Offline
datasets are constructed by selecting events from an eight-day window on the
website.
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Table 1. Statistics of websites used in the online tests.

Website Users
(per day)

Articles read
(per day)

Clicks
(per day)

|U | |I| |D| Gini
coeff.

NP1 300K 1M 25K 410 843 2 382 4 049 944 0.79

NP2 200K 800K 14K 234 839 2 404 2 852 956 0.77

NP3 1M 4M 160K 1 215 900 5 531 13 842 991 0.88

Offline Experiments. In our offline experiments, we closely mimic the online
setup. The first day of our eight-day dataset is used to make sure that we always
have a full day of training data when training a model. The second day is used
for optimising other hyperparameters than α. The last six days are used for
evaluation. Models are trained, following the online setting, on a single day
of training data. During optimisation and evaluation, we expect the model to
predict a user’s last event between 10 AM and 2 PM on each day, using their
second to last event in that window as the context item. The measurements from
each of the six evaluation days are averaged and reported in this paper.

As our online tests show three items to the user, we also evaluate the
offline metrics on the top three recommendations. We ran our experiments for
α ∈ {0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}. For our online tests, we selected
α ∈ {0, 0.2, 0.5, 0.7, 1}, as they resulted in different exposure distributions. For
brevity, we only report results for these values of α.

Online Experiments. Recommendations were displayed in a horizontal list of
three items, just after the end of an article. The models for both the control
and treatment groups are re-trained every 15 minutes, using a day of training
data. This training window was optimised following the procedure defined by
Verachtert et al. [22]. In order to evaluate the impact of α in a real and dynamic
environment, we have performed a sequence of trials. In each of these trials,
a control group of 75% of the users received recommendations using α = 0.5.
The treatment group (25% of users) received recommendations using a different
α ∈ {0, 0.2, 0.7, 1} for each trial period. As it is not possible to compare the CTR
between treatment groups, we instead use the lift in CTR for each treatment
group compared to the control group during each trial.

4 Experiments

RQ1: How Does the Hyperparameter α Impact the Equality of Expo-
sure? In Table 2 we show that increasing α leads to higher coverage and to
more equal exposure between items. Increasing α from 0.7 to 1.0 does lead to
only minor improvements in the Gini coefficient and to a reduction of coverage
in two datasets.
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In Fig. 1 we look beyond the metrics and inspect how the α hyperparameter
impacts how often items are recommended on the NP3 website. Items are sorted
by popularity, from most popular to least popular along the x-axis. When α is
0, almost all recommendations are from the most popular items. As the value of
the hyperparameter increases, more and more different items are recommended,
until the distribution shifts when α is 1, and mostly unpopular items are rec-
ommended. This insight explains the slight decrease in coverage for some of the
datasets, and why the Gini coefficient did not decrease further when increasing
α to the max. These distribution plots, also show that none of the α settings
provides true equality of exposure, as the middle section of items is always under-
recommended, compared to popular or unpopular items depending on the value
of α.

Table 2. Coverage and Gini coefficient results for each of the hyperparameter config-
urations in the online experiments.

α Coverage@3 (%) Gini coeff.

0.0 0.2 0.5 0.7 1.0 0.0 0.2 0.5 0.7 1.0

NP1 71 87 94 97 95 0.91 0.89 0.83 0.79 0.76

NP2 57 78 93 94 94 0.92 0.90 0.83 0.78 0.76

NP3 78 94 97 100 99 0.91 0.90 0.80 0.70 0.70

Fig. 1. Number of times items are recommended on the NP3 website experiment,
ranked by popularity. The lowest rank is the most visited item.

RQ2: How Does the Hyperparameter α Impact Accurracy and CTR
Results? In Table 3, we show the NDCG@3 for each of the settings of α in our
offline tests and the lift in CTR during the online tests.

In the offline experiments increasing the α hyperparameter beyond 0.2 leads
to a decrease in performance. As less popular items are recommended, accuracy
suffers. Online we find a similar result, higher values of α do not correlate with a
higher CTR. However, maximal online performance is reached with the control
setting of α = 0.5.
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So, while a higher α results in a higher coverage and a lower Gini coefficient,
both the click-through rate and the NDCG show a decrease in performance when
we increase α too much. In our news use-cases, exposure equality and countering
popularity bias need to be balanced with recommendation performance. Popular
items are relevant to many users, and so if we want to showcase more, less
popular, items, we might need to accept a performance decline.

Table 3. NDCG@3 (offline) results and CTR (online) results. CTR results are relative
performance compared to the control setting (α = 0.5).

α NDCG@3 (%) CTR lift (%)

0.0 0.2 0.5 0.7 1.0 0.0 0.2 0.5 0.7 1.0

NP1 8.52 9.15 7.68 5.27 0.70 −6.40 −4.05 0 −4.82 −21.26

NP2 5.54 6.43 6.41 4.47 1.07 −3.28 −1.28 0 −6.12 −26.45

NP3 6.44 7.02 6.48 4.16 0.40 −6.87 −3.91 0 −6.93 −31.60

RQ3: Do the Offline and Online Results Agree? In the offline results,
the optimal setting for all datasets is α = 0.2. However, in our online results,
α = 0.2 is not optimal, instead α = 0.5 is the optimal setting.

Our datasets, like many news datasets, show an unbalanced reading
behaviour, indicated by the high Gini coefficient in Table 1. Users read the most
popular items much more often than the other items. This popularity bias leads
to higher performance in offline results for algorithms with more popularity bias
(lower α). However, in the production setting, recommending mostly popular
items leads to recommending popular items not related to the context item.
Users looking for related articles do not click on these popularity-based recom-
mendations. These results follow the common finding, due to popularity bias
offline and online results do not align nicely. However, we can see the value of
the offline experimentation in the performance of the α = 1 setting. The bad
offline performance is reflected in the online results.

5 Conclusion

We find that while the hyperparameter α is able to counteract popularity bias, it
is only a proxy for true exposure equality. Therefore, further research is required
on how to combat the popularity bias of the ItemKNN algorithm. Secondly,
we note that our offline and online results do not align, due to the inherent
popularity bias in typical offline evaluation [4,5,23]. Our findings suggest that
it is worthwhile to opt for suboptimal offline test results in terms of accuracy,
but with a lower Gini index. However, a trade-off should be sought between fair
exposure and user experience. We leave a thorough investigation of this trade-
off and a framework for determining the setting most likely to perform best in
online tests for future work. Finally, we note that our results are limited to the
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news domain. We see no reason to believe that our findings will not generalize
to other domains, as they were not dependent on specific characteristics of the
news context. However, it is our aim to replicate these findings in other domains,
provided we find partners to perform these trials with.
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