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Abstract. Entity search plays a crucial role in various information ac-
cess domains, where users seek information about specific entities. De-
spite significant research efforts to improve entity search methods, the
availability of large-scale resources and extensible frameworks has been
limiting progress. In this work, we present LaQuE (Large-scale Queries
for Entity search), a curated framework for entity search, which includes
a reproducible and extensible code base as well as a large relevance judg-
ment collection consisting of real-user queries based on the ORCAS col-
lection. LaQuE is industry-scale and suitable for training complex neural
models for entity search. We develop methods for curating and judging
entity collections, as well as training entity search methods based on
LaQuE. We additionally establish strong baselines within LaQuE based
on various retrievers, including traditional bag-of-words-based methods
and neural-based models. We show that training neural entity search
models on LaQuE enhances retrieval effectiveness compared to the state-
of-the-art. Additionally, we categorize the released queries in LaQuE
based on their popularity and difficulty, encouraging research on more
challenging queries for the entity search task. We publicly release LaQuE
at https://github.com/Narabzad/LaQuE.

1 Introduction

The importance of entity search has grown significantly in various information
access domains, where users seek to find information on specific entities such as
individuals, organizations, and places and their associated attributes [24, 16, 25].
Research suggests that more than 40% of web search queries revolve around en-
tities, prompting search engines to rely on knowledge graphs to provide relevant
and reliable responses [5, 36, 44, 15]. Entity search finds applications in diverse
areas, including vertical search, which may only display a limited number of
entities due to space constraints on the screen; enterprise search, focusing on
entities within a specific organization; and social networks, emphasizing on the
relationships between people [26, 6], among others. The task of entity search is
defined as retrieving a ranked list of entities from a knowledge graph, such as
Wikipedia, in response to an input keyword query. The entity search task dif-
ferentiates itself from the more traditional ad hoc retrieval task by capitalizing
on additional knowledge graph semantics such as relations, types, and attributes
[22, 57, 51, 35, 52].
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The entity search task has witnessed a growing range of methods including
traditional bag-of-word-based approaches to more complex methods that incor-
porate neural embeddings, anchor texts, structural components of Wikipedia,
and associated categories, to name a few [24, 16, 57, 12, 8, 56, 26]. While there
has been significant research focused on improving method performance on this
task [28, 29, 20], the development of large-scale frameworks consisting of query
collections and resources has not kept up the pace. One of the main reasons for
this relates to the time and resource-intensive nature of identifying and main-
taining a comprehensive set of user queries and their relevant entities. As recent
advances in ad hoc retrieval and the experience with the MS MARCO dataset
show, neural methods are data-hungry and are often effective when trained on
large relevance judgement collections [42]. However, the scarcity of such resources
makes it challenging to develop and benchmark strong and generalizable entity
search models [42, 34, 3].

From among the available resources curated specifically for the entity search
task, TREC Complex Answer Retrieval (CAR)1 stands out in terms of its
size and coverage [18, 17]. TREC CAR was designed initially for the complex
question-answering task that involves retrieving a ranked list of relevant entities
and their supporting passages for each section of a given complex topic query. To
create the TREC CAR dataset, topics, outlines, and paragraphs were extracted
from the English version of Wikipedia. In addition to the manual ground truth,
automatic ground truths were also curated in the CAR collection. The auto-
matic ground truth is released for all training sets and is determined by whether
a paragraph is contained within the page/section, making it relevant, or if it is
not contained, making it non-relevant. The ground truth is provided at three lev-
els of granularity: paragraph contained in the section (hierarchical), paragraph
contained in section hierarchy below the top-level section (top-level), and para-
graph contained anywhere in the page (article). While the TREC CAR collection
constitutes a valuable resource for the community, it is not designed to include
real-world user queries. Given the nature of the CAR task, the queries in this
collection are section titles from Wikipedia pages; therefore, these queries are
not considered to be real-world user-generated queries and differ substantially
in characteristics from real user queries.

There are however other available entity search datasets that have user-
generated queries and manually-labelled ground truths such as the DBpedia-
Entity (v1 and v2)2 dataset, which is a widely recognized and standard test
collection for evaluating entity search methods [27, 7]. The purpose of this test
collection is to assess the performance of retrieval systems in generating ranked
lists of entities in response to user queries expressed in free text. The limita-
tion of the two versions of DBpedia-Entity is that they only include 485 and
467 queries from INEX, QALD, SemSearch and TREC Entity benchmarks, re-
spectively. The low number of queries prevents researchers from training deep
learning models for this task.

1 https://trec-car.cs.unh.edu/
2 https://github.com/iai-group/DBpedia-Entity
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In this paper, our main focus is to propose a large-scale publicly accessible
framework, called LaQuE (pronounced as l𝜖jk - layk), along with supporting
code and dataset for entity search. LaQuE is based on an intuitive idea that
helps with the automated generation of a large-scale dataset for entity search
with two important characteristics: (1) LaQuE includes real-user queries; and,
(2) LaQuE is large-scale such that neural methods can be trained and tested on
it.

In order to enable these two main characteristics, we propose and implement
an intuitive idea to leverage the Open Resource for Click Analysis in Search (OR-
CAS) dataset. ORCAS is a large-scale click-based resource curated for the TREC
Deep Learning Track. The extensive set of queries within ORCAS has already
facilitated research in various areas of information retrieval (IR) and natural
language processing (NLP), including query autocompletion and web mining [1,
40, 41, 13, 21]. We intuitively propose that the clickthrough data between user
queries and their corresponding relevant web documents in the ORCAS dataset
can be considered to be a form of pseudo-relevance feedback. On this basis, we
establish specific criteria for filtering queries from the ORCAS dataset by only
considering those queries whose relevant clicked web pages refer to links point-
ing to Wikipedia entities. This way, we identify the subset of queries from the
ORCAS dataset where the users have determined the relevant document to be
a Wikipedia entity. This subset of queries are those that require the retrieval of
an entity to be satisfied.

On the basis of this idea, we incorporate such queries and their relevant
clicked entities within LaQuE and offer supporting methods and code to work
with the query collection. LaQuE delivers over 2 million pairs of queries and
clicked Wikipedia entities. To facilitate training neural models, LaQuE offers
separate standard train, test and development sets. Furthermore, for bench-
marking purposes, LaQuE offers implementation for state-of-the-art first-stage
retrievers, ranging from traditional bag-of-words-based retrievers to more com-
plex pre-trained neural models in order to offer out-of-the-box strong baselines.

In this paper, we empirically illustrate that training on datasets intended for
other tasks, such as ad hoc retrieval, is not as effective as training neural models
on the collection offered through the LaQue framework when it comes to the task
of entity retrieval. In addition, we report on our detailed investigative studies
on different cuts of queries offered through LaQuE. We categorize queries based
on popularity, and difficulty. LaQuE offers information on entity popularity by
collecting page views of the relevant entities on Wikipedia (number of times
the relevant entity page was viewed on Wikipedia) and categorizes them based
on the number of views they received. Based on LaQuE, and in this paper, we
investigate whether popular entities are easier to retrieve and whether language
models have an inherent bias towards more popular entities rather than rare
ones. Finally, inspired by previous work [2, 10, 19, 4], LaQuE offers an additional
categorization of entities based on their difficulty. This categorization encourages
the research community to not only focus on improving overall performance but
also specifically tackle more challenging queries [2].
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Fig. 1: Overview of the LaQuE Framework.

Licensing: In compliance with open data principles and to facilitate trans-
parent and accessible research, we have made the LaQuE framework openly
available on Zenodo. It has been assigned a Digital Object Identifier (DOI) for
easy identification and citation, ensuring its long-term accessibility and proper
attribution. We have chosen to license it under the Creative Commons license,
which allows for broad use and redistribution, provided proper attribution is
given. The dataset is released under anonymity given this stage of peer-review.
As such, the authors’ identities are not disclosed at this time. Researchers in-
terested in accessing and utilizing LaQuE at this time can access it through the
anonymized link: https://anonymous.4open.science/r/LaQuE-0CDD/.

2 The LaQuE Framework

In this section, we will discuss the intuitive idea behind the resources curated
and made available through LaQuE as well as provide some of their statistical
characteristics.

2.1 Dataset Curation in LaQuE

The data curated by LaQuE are derived from the ORCAS dataset, which con-
sists of a vast collection of 18 million relations between 10 million distinct queries
and relevant document URLs. There are at least two main advantages to our
approach for using the ORCAS queries: First, the query set is diverse as it was
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Table 1: The statistics of the dataset from LaQuE in terms of queries and their
relevant entities in train, dev, and test sets.

Split #Queries Avg |𝑞 | Std |𝑞 | #Related Entities Avg #Entity

Train 2,019,183 2.793 1.344 2,176,400 1.08
Dev 112,176 2.792 1.345 120,081 1.07
Test 112,176 2.796 1.349 119,200 1.06
Total 2,243,535 2.793 1.345 2,415,681 1.08

Table 2: Sample queries and their relevant entities.

Query Related Entity

what is phylogeny <dbpedia:Phylogenetics >

who was melchizedek parents <dbpedia:Melchizedek >

nashville actors <dbpedia:List of Nashville cast members >

first iphone released <dbpedia:IPhone (1st generation) >

fisher river <dbpedia:Fisher River Cree Nation >

curated from millions of users, encompassing different topics. Second, the abun-
dance of data in the ORCAS dataset allows for different cuts of the dataset for
various purposes, and even after applying these cuts, there remain a significant
number of data points in each cut for model training and evaluation purposes.
The LaQuE framework offers the possibility to extract queries and their relevant
clicked documents from ORCAS based on an intuitive idea: From the URIs of
the clicked documents in ORCAS, LaQuE applies a filtering strategy to retain
only those URLs connected to the English version of Wikipedia. This allows
LaQuE to identify entities from Wikipedia that were able to satisfy the informa-
tion need behind a specific user query. This idea is inspired by previous work [14,
37, 11, 50], where user clicks in search log files are considered implicit feedback
for relevance.

Similar to prior works [27, 30, 23, 43], LaQuE leverages the English subset of
DBpedia version 3.73 as its main collection of entities. LaQuE ensures that all
selected entities must have a title and abstract, specifically the rdfs:label and
rdfs:comment predicates, and have excluded any category, redirect, and disam-
biguation pages. This provides LaQuE with access to a set of 4.6 million entities,
each uniquely identifiable through their URI. By intersecting the filtered OR-
CAS dataset that is linked with documents that have a valid Wikipedia URI
with the filtered DBpedia dataset consisting of 4.6 million entities, LaQuE cu-
rates and offers a dataset, which includes user-generated queries that are related
to Entities in DBpedia.

In summary, the ORCAS dataset serves as a foundational resource for LaQuE.
This is a strong advantage for LaQuE as ORCAS boasts a rich collection of
user-generated queries, sourced from millions of users across various topics and
domains. This diversity ensures that LaQuE also encompasses a wide spectrum

3 http://downloads.dbpedia.org/wiki-archive/Downloads2015-10.html
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Table 3: Sample queries with more than one relevant entity.

Query Relevant Entity

the temptations
<dbpedia:Paul Williams (The Temptations)>

<dbpedia:The Temptations>

the texas rangers
<dbpedia:Texas Rangers (baseball)>

<dbpedia:Texas Ranger Division>

the tracey ullman show
<dbpedia:The Tracey Ullman Show>

<dbpedia:The Simpsons shorts>

project management

<dbpedia:Project management triangle>

<dbpedia:Project management>

<dbpedia:Project manager>

<dbpedia:Project management software>

progressivism definition
<dbpedia:Progressivism>

<dbpedia:Progressive education>

<dbpedia:Progressivism in the United States>

prague

<dbpedia:Prague, Oklahoma>

<dbpedia:Czech Republic>

<dbpedia:Prague>

<dbpedia:Prague astronomical clock>

of information needs, making it a valuable resource for training and evaluation
purposes. We emphasize that LaQuE includes a careful selection of queries from
ORCAS that explicitly exhibit a clear intent to retrieve Wikipedia entities. This
intent-filtering approach is designed to ensure that the queries offered through
LaQuE are relevant to the entity retrieval task. The process supported by LaQuE
involves intersecting ORCAS queries with relevant entities in DBpedia. LaQuE
ensures that relevant entities are available on DBpedia as this will allow entity
retrieval methods to benefit from additional external sources of information such
as content on DBpedia and knowledge graph embeddings. In summary, LaQuE
is designed to benefit from the effective integration and intersection of ORCAS
and DBpedia for entity retrieval. We believe that this approach strengthens the
foundations of our work and ensures that LaQuE is a valuable framework for
the research community.

2.2 LaQuE Statistics

The statistics of the data provided through the LaQuE framework in terms of the
number of queries as well as their relevant entities are shown in Table 1. LaQuE
offers over 2.2 million queries and their relevant entities. It randomly splits the
queries into training, development (dev), and test sets, with a distribution of
90%, 5%, and 5%, respectively. As a result, the training set contains 2 million
queries, while both the development and test sets consist of over 100,000 queries
each. Furthermore, Table 1 presents the average number of query terms and
the standard deviation of the number of query terms. These statistics show
LaQuE ensures that the data is well-distributed among the three splits. On
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Table 4: Sample entities with more than one related query. Individual queries
are separated by a semicolon;

Relevant Entity Submitted Queries

<dbpedia:Aaron> Aaron; aaron and moses; aaron bible; aaron
brother of moses; aaron budjen; aaron from the
bible; aaron high priest; aaron in bible; aaron in
the bible; aaron in the bible facts; aaron meaning;
aaron moses; aaron moses brother; aaron of the
bible; aaron old testament

<dbpedia:Belly dance> arab belly dance; arabian dance; bally dance

<dbpedia:Ballston, New York> Ballston; ballston lake; ballston lake new york;
ballston lake ny

<dbpedia:Lumbricus terrestris> Anecic; canadian nightcrawlers; classification of
earthworm; common earthworm

<dbpedia:Common krait> blue krait; blue krait snake; bungarus caeruleus;
common krait; common krait snake

average, each query is associated with 1.08 relevant entities, indicating that the
majority of queries have only one relevant entity. Sparse labels, where queries
have few relevant entities, are also observed in other well-known and widely-used
benchmarks such as the MS MARCO dataset [42, 45, 3, 9, 39]. However, this does
not undermine the reliability of the evaluation process as appropriate strategies
can be employed to handle sparse labels [3, 9, 39]. In Table 2, we show a few
sample queries from LaQuE accompanied with their relevant entities, generated
from real users and adopted from the ORCAS dataset.

We have also conducted a detailed analysis of the distribution of entities on a
per-query basis. While, on average, there are only 1.08 entities per query, LaQuE
offers a substantial number of queries with multiple entities, owing to its large
size. In Figure 2(a), we present a logarithmic representation of the number of
entities per query. We note that to avoid noise, we filter a number of queries
that have more than 20 entities. Figure 2(a) shows that there are over 145,000
queries with 2 entities, over 10,000 queries with 3 entities, over 1,600 queries
with more than 4 entities and so on. This abundance of queries with multiple
relevant entities in LaQuE enables us to achieve better and more diverse training
for entity search purposes. In Table 3, we present a few examples of queries that
have more than one entity. We additionally investigate the mapping between
individual entities and variations of queries with which they are associated. To
do so, we demonstrate the histogram of the number of unique queries per entity
in Figure 2(b). LaQuE filters any noisy entities that have more than 100 different
queries (such as ‘www’). As shown in this Figure, there are an abundant number
of entities with different queries mapped to them. This will allow such entities to
be used in methods such as query transformation, query refinement, and query
expansion. In Table 4, we provide a few examples of a single entity that have
been considered relevant for different queries.
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(a)                                   (b)

Fig. 2: (a) Distribution of the number of relevant entities per query. (b) Distri-
bution of the number of unique queries per entity.

2.3 State of the Art Baselines in LaQuE

LaQuE offers a comprehensive set of retrievers, including both high-dimensional
bag-of-word-based sparse retrievers and neural-based dense retrievers, for bench-
marking purposes. In this paper, we only report the results of various retrievers
based on the LaQuE dev set due to limited space. However, all complete results
are available on our GitHub repository. For the sparse retrievers, LaQuE offers
two methods, namely BM25 [49] and QL [54]. To enhance these sparse retrievers
and investigate the impact of pseudo-relevance feedback and query expansion
on the entity retrieval task, LaQuE incorporates the RM3 framework to cre-
ate BM25-PRF and QL-PRF variants with pseudo-relevance feedback. For the
dense retrievers, LaQuE provides a bi-encoder-based siamese network, as used in
numerous previous studies, including [32, 46, 38, 58]. The model consists of two
separate encoder towers, with one encoding the query and the other encoding
the candidate content. LaQuE provides the means to evaluate the performance
using various transformer models, such as BERT, DistilBERT, DistilRoBERTa,
and MiniLM, all of which exhibit promising results across different downstream
tasks, including passage retrieval, entity retrieval, and question answering [32,
46, 38, 58, 47, 55, 48]. During the training phase, LaQuE optimizes multiple neg-
atives ranking loss function, encouraging higher similarity scores for relevant
query-candidate pairs and lower scores for irrelevant pairs. In the training set,
LaQuE considers the query and entity pairs as positive (relevant) data points.
It adopts a training strategy from the Sentence Transformer library [46], where
negative pairs are randomly sampled from the top-1000 retrieved entities using
BM25, similar to [32, 58, 47]. For the purposes of the experiments reported in
this paper, we customize LaQuE to consider only one negative sample per pair
and train the models for one epoch. During each epoch, a batch size of 64 is
employed, and the process is initiated with a warm-up phase spanning 1,000
steps. Upon completing the training of the bi-encoder model, LaQuE proceeds
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(a)                                      (b)

Fig. 3: Distribution of queries based on (a) number of page views (b) performance
of BM25 in terms of MAP@1000.

Table 5: Performance of sparse and dense retrievers on the development set from
LaQuE in terms of MAP@10, nDCG@10 and Recall@10 as well as MAP@1000,
nDCG@1000 and Recall@1000.

Cut-off@10 Cut-off@1000
Retriever Training MAP nDCG Recall MAP nDCG Recall

Sparse
Retrievers

BM25 - 0.2234 0.2662 0.3953 0.2338 0.3369 0.7965
BM25 + RM3 - 0.2050 0.2624 0.3869 0.2157 0.3222 0.7965
QL - 0.2156 0.2581 0.3869 0.2260 0.3291 0.7891
QL+RM3 - 0.1952 0.2414 0.3833 0.2058 0.3135 0.7918

Dense
Retrievers

BERT
MS MARCO 0.3742 0.4218 0.5600 0.3820 0.4748 0.8607
LaQuE 0.6018 0.6489 0.7801 0.6069 0.6781 0.6069

DistilBERT
MS MARCO 0.4078 0.4553 0.5915 0.4155 0.5025 0.8505
LaQuE 0.6179 0.6636 0.7900 0.6229 0.6920 0.9417

DistilRoBERTa
MS MARCO 0.3335 0.3778 0.5068 0.3412 0.4272 0.7828
LaQuE 0.5569 0.6056 0.7418 0.5629 0.6404 0.9289

MiniLM
MS MARCO 0.4226 0.4664 0.5902 0.4294 0.5081 0.8184
LaQuE 0.5731 0.6195 0.7481 0.5785 0.6501 0.9110

to build an index for the collection, which involves storing the embedding vec-
tors of entities within the collection. To accomplish this, LaQuE leverages the
capabilities of FAISS [31]. The choice of FAISS is motivated by its efficiency in
conducting approximate nearest neighbor retrieval, a feature that significantly
enhances the speed and effectiveness of retrieving relevant entities in response to
queries during the inference phase. When a query is received, the trained model
initially encodes it into a vector representation. This vector is then employed to
locate relevant entities within the constructed index, utilizing the 𝐿2 distance
function as recommended in [33].

Table 5 demonstrates the performance of the various retrievers in terms
of Mean Average Precision (MAP), normalized Discounted Cumulative Gain
(nDCG), and Recall on the top-10 and top-1000 retrieved entities, specifically on
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Table 6: Performance of established baselines on popularity-based query subsets
in terms of MAP@1000

Retriever Train Set Unpopular Somewhat
Popular

Popular Highly
Popular

Sparse
Retrievers

BM25 - 0.3464 0.2545 0.1821 0.1217
BM25 + RM3 - 0.3283 0.2447 0.1789 0.1229
QL - 0.5101 0.4292 0.3746 0.3193
QL+RM3 - 0.5738 0.4927 0.4383 0.3781

Dense
Retrievers

BERT
MS MARCO 0.5109 0.4146 0.3346 0.2377
LaQuE 0.6102 0.6076 0.6030 0.5825

DistilBERT
MS MARCO 0.5101 0.4293 0.3746 0.3193
LaQuE 0.6104 0.6170 0.6228 0.6179

DistilRoBERTa
MS MARCO 0.4231 0.3604 0.3130 0.2425
LaQuE 0.5559 0.5612 0.5590 0.5488

MiniLM
MS MARCO 0.5218 0.4381 0.3867 0.3397
LaQuE 0.5840 0.5790 0.5704 0.5593

the development set offered by LaQuE. As shown in this table and aligned with
the performance of sparse versus dense retrievers on other downstream tasks,
dense retrievers outperform sparse retrievers by a large margin. We also note
that pseudo-relevance feedback (RM3) would not help addressing the queries
since it did not lead to any consistent significant improvement on the results.
Among the dense retrievers, we conducted experiments using a pre-trained model
on the MS MARCO passage collection dataset and compared it with the model
trained on LaQuE. While both models perform better than the set of sparse
retrievers, the dense retrievers fine-tuned on the language model using LaQuE
outperform the MS MARCO model. For example, taking DistilBERT as an ex-
ample, it achieves a MAP@10 of 0.4078 and a recall@10 of 0.8505, whereas the
same model trained on LaQuE for one epoch obtained a MAP@10 of 0.6179 and
a recall@10 of 0.9417. This observation confirms how training on a large-scale
entity retrieval task can significantly boost the performance of entity retrievers.

3 Query Subsets in LaQuE

We delve deeper into entity retrieval task by examining queries based on their
characteristics and the attributes of the related entities. LaQuE categorizes
queries based on 1) popularity of the related entities; and 2) performance of
the queries. This categorization approach encourages the research community to
not only focus on the query set as a whole but also tackle more challenging and
diverse queries.

3.1 Popularity-based Query Subsets

To determine the popularity of entities, LaQuE collects the total page views for
each entity on Wikipedia from January 1, 2018, to December 31, 2022, spanning
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Table 7: Performance of established baselines on difficulty-based query subsets
in terms of MAP@1000

Retriever Train Set Easy Medium Hard Very Hard

Sparse
Retrievers

BM25 - 0.8171 0.1585 0.0155 0.0004
BM25 + RM3 - 0.7602 0.1716 0.0200 0.0007
QL - 0.7015 0.5264 0.3511 0.1597
QL+RM3 - 0.7851 0.6035 0.4099 0.1921

Dense
Retrievers

BERT
MS MARCO 0.6611 0.4711 0.3094 0.1579
LaQuE 0.7599 0.7213 0.6251 0.3899

DistilBERT
MS MARCO 0.7016 0.5265 0.3512 0.1597
LaQuE 0.7632 0.7331 0.6471 0.4188

DistilRoBERTa
MS MARCO 0.5604 0.4189 0.2861 0.1526
LaQuE 0.6973 0.6553 0.5632 0.3769

MiniLM
MS MARCO 0.7137 0.5472 0.3655 0.1639
LaQuE 0.7415 0.6940 0.5959 0.3593

a period of five years. Analyzing the number of views received by these entities
provides insights into whether popular entities are more likely to be retrieved by
the retrieval systems. Figure 3(a) illustrates the histogram of page views for re-
lated entities in LaQuE. As depicted in the figure, the distribution of entity view
counts follows a long-tailed pattern. Based on the range of page views, LaQuE
divides the queries into four equally sized buckets, creating four query subsets:
“Unpopular”, “Somewhat Popular”, “Popular”, and “Highly Popular”. In Table
7, we present the performance results of retrievers on these query subsets.As
observed in the table, we consistently notice that the less popular a related
entity is to a query, the higher the performance achieved by both sparse and
pre-trained dense retrievers. However, this observation does not hold on models
that were trained on LaQuE. We hypothesize that this trend occurs because,
in cases where the information need of a user is less well-known, users tend to
provide more detailed and elaborate queries. For instance, queries related to
unpopular queries include examples such as ‘apostrophe figure of speech’ and
‘which president moved thanksgiving up a week’. Such elaborate queries result
in higher retrieval performance. Conversely, for popular queries, users often enter
shorter queries, examples of which include ‘alphabet’ and ‘lightning 2’. For these
short queries, industry-scale search engines can find relevant entities by utilizing
various user personalization, and trending information. However, without access
to such information, retrieval methods will find it challenging to retrieve the
relevant information for those queries.

3.2 Difficulty-based Query Subsets

LaQuE also provides the means to evaluate query subsets based on their dif-
ficulty. Following the approach of previous studies [19, 2, 10], LaQuE classifies
queries based on their level of difficulty. By evaluating query performance across
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different difficulty levels, LaQuE offers insights into the strengths and limitations
of existing entity retrieval systems and identifies areas for improvement [53].

We report the performance of the widely used BM25 model on the queries
from the LaQuE development set, using MAP@1000 as shown in Figure 3(b).
The figure reveals a long-tail distribution of retriever performance. This means
that while the retrievers are effective for a subset of queries, their performance
is poor for others, resulting in an imbalanced distribution of performance across
all queries. For instance, more than 20,000 queries in the LaQuE development
set have a MAP@1000 value of zero when being retrieved with BM25. This
underscores the need for the research community to focus on addressing more
challenging queries. Building upon this observation, LaQuE categorizes queries
into four equal-sized buckets based on their performance in terms of MAP@1000
with the BM25 model. These categories are labeled as “Very Hard”, “Hard”,
“Medium”, and “Easy”. The results for these query subsets are reported in the
right side of Table 7. It is shown that query difficulty remains consistent across all
the retrievers. In other words, the “very hard” subset of queries, which exhibits
the lowest performance by BM25, also demonstrates the lowest performance
even with dense retrievers. The poor performance on this subset compared to
the other query subsets emphasizes the importance for the research community
to focus on addressing more challenging queries.

4 Concluding Remarks

We have introduced the LaQuE framework, which offers an extensible code base
as well as real-user queries and large-scale training data for the entity search
task. LaQuE offers access to more than 2.2 million query-entity pairs divided
into train, development, and test sets, facilitating the training and evaluation
of neural models for entity search. Additionally, LaQuE categorizes query sets
based on popularity and difficulty, encouraging researchers to tackle challenging
queries and explore biases associated with popular entities. We believe that
LaQuE has the potential to extend its utility beyond the entity retrieval task, as
its large-scale nature can be adapted for entity linking, query refinement, query
generation, and other downstream tasks in information retrieval and natural
language processing. Lastly, we note that as it is originally mentioned by the
ORCAS team, this dataset may exhibit biases related to race, gender, and other
factors. These biases can stem from inherent biases in the original queries, user
clicks, and search algorithms. While studying these biases can be valuable, it
is crucial for researchers to be aware of these potential biases when using the
data, as they can impact the learning of models and subsequent analyses. We
encourage the research community to adopt the LaQuE framework with a critical
but constructive perspective. We recognize that bias is a complex issue, and
our dataset represents an opportunity to engage in meaningful discussions and
research on this topic.
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