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Abstract. Research has already found that many retrieval methods are
sensitive to the choice and order of terms that appear in a query, which
can significantly impact retrieval effectiveness. We capitalize on this find-
ing in order to predict the performance of a query. More specifically, we
propose to learn query term difficulty weights specifically within the con-
text of each query, which could then be used as indicators of whether each
query term has the likelihood of making the query more effective or not.
We show how such difficulty weights can be learnt through the finetuning
of a language model. In addition, we propose an approach to integrate the
learnt weights into a cross-encoder architecture to predict query perfor-
mance. We show that our proposed approach shows a consistently strong
performance prediction on the MSMARCO collection and its associated
widely used Trec Deep Learning tracks query sets. Our findings demon-
strate that our method is able to show consistently strong performance
prediction over different query sets (MSMARCO Dev, TREC DL’19, ’20,
Hard) and a range of evaluation metrics (Kendall, Spearman, sMARE).

1 Introduction

With the diverse range of user queries, a single Information Retrieval (IR)
method faces challenges in effectively addressing all query types. Certain retrieval
methods excel for specific queries but may fall short for others [6,12,39,7,1]. To
assess how well a retrieval method can meet a query’s needs, researchers have
delved into the realm of Query Performance Prediction (QPP). The primary
aim of QPP is to predict the potential retrieval effectiveness of a method for a
given query [11,22,41,33,36,4,3,27,24,23]. Numerous QPP methods exist in the
literature, broadly categorized as pre-retrieval and post-retrieval methods. Post-
retrieval methods, despite their superior performance, incur additional overhead
by necessitating the complete retrieval of the query for estimating effectiveness
[11]. On the other hand, pre-retrieval methods are lightweight, concentrating
solely on query and document collection characteristics [20]. Most recent pre-
retrieval methods focus on injecting external knowledge into performance esti-
mation by benefiting from contextual language models. For instance, the work by
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Arabzadeh et al. [8,9] advocates for the use of neural-embedding representation
of the query to determine query specificity, as an indicator of query performance.
Roy et al. [35] also promote the idea of using contextual embeddings to measure
the ambiguity of a query by estimating the number of senses each query term is
associated with.

Similar to the works by Arabzadeh et al. and Roy et al. [10,9,35,5], we
also benefit from contextual embeddings; however, in contrast rather than es-
timating query specificity or ambiguity, we are interested in using contextual
embeddings to learn the impact of query terms on the overall query perfor-
mance. Our proposed approach builds on the foundational premise that certain
terms in the query and document spaces have a higher impact on retrieval ef-
fectiveness [15,16]. These terms are often more discriminative and can hence
more effectively discern between relevant and irrelevant documents to a given
query. For this reason and during the retrieval process, such terms would need
to play a more important role and have a higher weight. On the same basis,
there are terms that negatively impact the performance of a query and would
hence need to receive a lower weight. We build on this premise and propose
to learn weights for terms in the query space so as to understand which terms
have the potential to contribute positively or negatively to query performance.
A query with a large number of terms that can positively contribute to retrieval
effectiveness is more likely to be an easier query, whereas conversely, a query
with many terms with a negative prospect would be harder queries [2,37]. We
have extensively evaluated our proposed approach based on four widely-used
MSMARCO query sets, namely Dev set [28], TREC DL 2019 [14], DL 2020
[13], and DL Hard [26]. We show that our approach has strong performance
compared to the baselines on various evaluation metrics and query sets. For
reproducibility purposes, we made our code and models publicly available at
https://github.com/Saleminezhad/context-aware-qpp.git.

2 Proposed Approach

Objective. The goal of our work in this paper is to propose a pre-retrieval
query performance predictor, denoted by 𝜇(𝑞, 𝐶), where 𝑞 and 𝐶 represent a
query, and a collection of documents, respectively. This predictor would need
to estimate the performance of query 𝑞 with respect to a specific IR evaluation
metric 𝑀, resulting in an estimated performance score represented as 𝑀𝑞 [11].

Approach Overview.We are interested in estimating which query terms
are likely to impact the performance of a query positively or negatively. Terms
that positively impact the performance of a query can be seen as softer terms,
while terms with a negative impact would be harder. To distinguish between soft
and hard terms, we can compare pairs of queries expressing the same informa-
tion need but differently. In essence, such two queries could be the same from an
information seeking objective perspective, but in practice, their retrieval effec-
tiveness could (potentially vastly) differ from each other. Given two such queries
and their retrieval effectiveness, it would be possible to determine which query is
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softer and which is harder. Consequently, depending on the terms in each query
and how overlapping they are between the two queries, one could also make
inferences about whether and to what extent query terms can impact query per-
formance and hence be considered soft or hard. Our work in this paper offers a
systematic approach to identify a collection of comparable query pairs based on
which the likelihood of soft or hard query terms are learnt. Once the likelihood
of a query term contributing to query performance is learnt, we incorporate this
information to predict the performance of the query on a pre-retrieval basis.

Methodology. Our proposed work consists of three main steps, namely: (1)
developing a collection of comparable pairs of queries that address the same
information need but have varying retrieval effectiveness, (2) given the pairs
of queries, learning the likelihood of query terms contributing to the softness or
hardness of the query, and (3) adopting the learnt term likelihood information to
estimate query performance. We provide the details of each step in the following.

Developing Comparable Query Pairs. Here, the objective is to develop a
collection of comparable query pairs that address the same information need but
the performance of the queries in each pair is not the same. To achieve this goal,
we are inspired by the DocT5Query [30,31], which has suggested that a transla-
tion function can be learned based on the T5 transformer to map documents to
queries [32]. The idea is simple yet intuitive: given a collection of relevance judge-
ments, one can finetune a T5 transformer to learn to generate the query from its
relevant document. Once the transformer is finetuned, one could then use it to
generate queries from any given document. In the context of our work, we adopt
a similar strategy where we finetune a T5 transformer architecture based on a
large relevance judgment collection. Using the finetuned T5 transformer and for
the documents in the MSMARCO collection, we generate multiple queries per
document. The queries generated for each document would be addressing the
same information need as they have been generated for the same document but
their degree of retrieval effectiveness is not the same. We create pairs of such
queries where queries in each pair have differing effectiveness.

More formally, let C = {𝑑1, 𝑑2, ..., 𝑑𝑚} be a collection of 𝑚 documents. Let
us assume that a T5 transformer architecture can be finetuned, as outlined in
[30,29], to serve as translation function T : D → 𝑄, to facilitate the transition
from the document space to the query space. With T , we can generate queries for
documents in D where each query 𝑞𝑞

𝑑
is seeking information from 𝑑. Succinctly,

given a document 𝑑 and the translation function T , we generate 𝑞
𝑔

𝑑
as T (𝑑) = 𝑞𝑔

𝑑
.

Now, for any query 𝑞 and its relevant judged document 𝑑𝑞, it is possible to
generate alternative variations for 𝑞 through T (𝑑𝑞). Based on T (𝑑𝑞), we develop
query pairs (𝑞, 𝑞′) where 𝑞′ ∈ T (𝑑𝑞) and 𝑀 ′

𝑞 ≠ 𝑀𝑞.

Learning Query Term Weights. Using the created pairs of queries, we aim
to learn query term weights that signify the likelihood of terms influencing the
query’s softness or hardness. We utilize contextualized word embeddings for 𝑞
and 𝑞′, facilitating the prediction of term difficulty weights via linear regression.
To discern a term’s difficulty within a given query, we employ an attention
mechanism, allowing the term to gradually incorporate contextual information
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from its interactions with other terms in the same query. Let us define 𝑇𝐷 (𝑞𝑡 )
to denote the term difficulty weight of query term 𝑞𝑡 as follows when 𝑀

′
𝑞 > 𝑀𝑞:

TD(q𝑡 ) =


−1 if 𝑞𝑡 ∈ 𝑞 and 𝑞𝑡 ∉ 𝑞

′

1 if 𝑞𝑡 ∉ 𝑞 and 𝑞𝑡 ∈ 𝑞′

0 if 𝑞𝑡 ∈ 𝑞 and 𝑞𝑡 ∈ 𝑞′

(1)

Equation 1 illustrates that terms present in more challenging queries have a
higher likelihood of lowering query performance, whereas terms contributing to
improved query performance could be considered to be easier query terms. We
utilize contextualized word embeddings representing query terms and their asso-
ciated weights to train a linear regression model. This model predicts 𝑇𝐷 (𝑞𝑡 ) for
each query term 𝑞𝑡 in query 𝑞. We train a model via per-token regression, aiming
to minimize the Mean Squared Error (MSE) between predicted weights 𝑇𝐷 (𝑞𝑡 )
and target weights 𝑇𝐷 (𝑞𝑡 ) derived from Equation 1. In other words, the model’s

goal is to minimize loss MSE =
∑

𝑞𝑡 ∈𝑞

(
𝑇𝐷 (𝑞𝑡 ) − 𝑇𝐷 (𝑞𝑡 )

)2
. The regression model

will be able to predict 𝑇𝐷 (𝑞𝑡 ) for any term within a query.

Pre-Retrieval Predictor. The objective of the final step is to incorporate
term difficulty weights for performance prediction. To do so, we develop two term
sets based on the term difficulty weights predicted for each term in the query.
The two term sets represent soft, 𝜙+ (𝑞), and hard, 𝜙− (𝑞), terms, respectively:

𝜙+ (𝑞) = {Ω(𝑞𝑡 ) | ˆ𝑇𝐷 (𝑞𝑡 ) > 0}, 𝜙− (𝑞) = {Ω(𝑞𝑡 ) | ˆ𝑇𝐷 (𝑞𝑡 ) < 0} (2)

where Ω() is a weighting function based on term difficulty weight. We adopt
the weighting function in [15] to implement Ω. Given the two sets 𝜙+ (𝑞) and
𝜙− (𝑞) for each query 𝑞, we utilize a cross-encoder architecture to estimate the
performance of a query directly. To achieve this, we feed both the weighted
concatenated representations of easy query terms (𝜙+ (𝑞)) and hard query terms
(𝜙− (𝑞)) into a cross-encoder network and train this network for the efficient
development of 𝜇 . The goal of this network is to learn a continuous difficulty
score 𝑀𝑞 by examining the relationship between the weighted representation
of the predicted easy query terms 𝜙+ (𝑞) and hard query terms 𝜙− (𝑞). This is
achieved by concatenating the query terms w.r.t their weights as suggested in
[15,16]. Subsequently, we apply a linear layer to the initial vector generated by
the transformer, resulting in a scalar value as 𝜇(𝜙+ (𝑞), 𝜙− (𝑞)). To further refine
the network’s performance, we employ a sigmoid layer 𝜎 in conjunction with a
one-class Binary cross-entropy loss function 𝑙. More formally, the loss function
for our cross-encoder network can be defined as follows:

𝑙
(
𝜇(𝜙+ (𝑞), 𝜙− (𝑞)), 𝑀 (𝑞)

)
= −

[
𝑀 (𝑞) · log 𝜎(𝜇(𝜙+ (𝑞), 𝜙− (𝑞)))

+(1 − 𝑀 (𝑞)) · log (1 − 𝜎(𝜇(𝜙+ (𝑞), 𝜙− (𝑞)))
]

where 𝜇 is our proposed pre-retrieval query performance predictor.
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Table 1: Performance comparison between our proposed approach and other
pre-retrieval QPP baselines over MS MARCO Dev on MRR@10 and TREC DL
2019,Trec DL 2020 and TREC DL HARD on ndcg@10 in terms of sMARE,
Kendall 𝜏 and Spearman 𝜌. The highest value in each column is in bold.

MS MARCO Dev TREC DL 2019 TREC DL 2020 DL HardQPP

Method 𝐾 − 𝜏 𝑆 − 𝜌 sMARE 𝐾 − 𝜏 𝑆 − 𝜌 sMARE 𝐾 − 𝜏 𝑆 − 𝜌 sMARE 𝐾 − 𝜏 𝑆 − 𝜌 sMARE

IDF 0.116 0.154 0.330 0.158 0.245 0.321 0.245 0.353 0.374 0.116 0.152 0.342
VAR 0.062 0.083 0.333 0.107 0.152 0.290 0.059 0.077 0.318 0.016 0.035 0.349
PMI 0.017 0.023 0.323 0.009 0.017 0.341 0.040 0.056 0.344 0.022 0.031 0.349
SCS 0.037 0.049 0.333 0.194 0.287 0.316 0.272 0.397 0.333 0.106 0.140 0.326
SCQ 0.011 0.014 0.334 0.116 162 0.387 0.076 0.132 0.365 0.127 0.179 0.369
ICTF 0.114 0.152 0.330 0.153 0.240 0.360 0.345 0.330 0.330 0.107 0.115 0.314
DC 0.107 0.144 0.333 0.095 0.053 0.293 0.091 0.035 0.327 0.123 0.165 0.335
CC 0.065 0.085 0.333 0.099 0.055 0.319 0.106 0.026 0.327 0.103 0.141 0.310
IEF 0.094 0.104 0.330 0.187 0.166 0.387 0.064 0.081 0.334 0.140 0.191 0.377

our model 0.303 0.401 0.321 0.158 0.224 0.320 0.290 0.423 0.314 0.355 0.492 0.284
ours - 𝜙− (𝑞) 0.297 0.402 0.335 0.114 0.176 0.334 0.189 0.356 0.327 0.305 0.424 0.305
ours - 𝜙+ (𝑞) 0.288 0.400 0.336 0.105 0.124 0.352 0.204 0.350 0.383 0.300 0.427 0.310

3 Experiments

3.1 Data

We employ the MSMARCO passage collection dataset [28], featuring 8.8 million
passages and over 500,000 queries, each associated with at least one relevance-
judged document. Following [30], we fine-tune the T5 transformer with default
settings to create the translation function T [32] from the MSMARCO collection.
Using T , we generate queries for passages with conditions 𝑀 ′

𝑞 > 𝑀𝑞 and 𝑀 ′
𝑞 = 1,

where 𝑞′ is a generated query for 𝑞 based on the relevant document. This results
in 188,398 query pairs, used to train the regression model for predicting 𝑇𝐷 (). We
evaluate our approach on four widely used query sets: MSMARCO Development
set (Dev set, 6,980 queries), TREC DL 2019 [14] (43 queries), TREC DL 2020
[13] (53 queries), and DL-Hard [26] (50 queries).

3.2 Evaluation Metrics

The QPP evaluation involves correlating predicted and actual query performance
[22,11] using Kendall’s 𝜏 and Spearman 𝜌 coefficients, and the scaled Mean
Absolute Relative Error (sMARE) [18]. Higher Spearman and Kendall and lower
sMARE values indicate better prediction accuracy. We assess based on predicting
BM25 performance using official metrics MRR@10 for MS MARCO dev set and
nDCG@10 for the other datasets [38].

3.3 Baselines

For the sake of comparative analysis with the state of the art, we adopt the follow-
ing pre-retrieval QPP baselines including term-frequency baselines which utilize
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index statistics, including such as IDF [25] and ICTF [25]. The Simplified Clarity
Score (SCS) metric [21] measures query specificity through Kullback-Leibler di-
vergence, while SCQ [40] introduces vector-space-based query and collection sim-
ilarity. Pointwise Mutual Information (PMI) analyzes term co-occurrence [19],
and VAR assesses coherency based on term weight distributions [40]. From the
neural-embedding based baselines, we include CC , DC , and IEF [8] that op-
erate on term specificity. We note that for metrics that require an aggregation
function, the best aggregator (average, maximum or minimum) was chosen based
on the best performance of another set (DL 2019 for DL 2020, Dev for DL Hard,
and vice versa).

3.4 Experimental Setup

We adopted the BERT-base-uncased [17] and got it fine-tuned for the weight
prediction as the regression task for 10 epochs with a learning rate of 2e-5 and
the maximum input length for queries was set to 9 (covering the maximum
query length of 90% of queries in MSMARCO). For the Cross-encoder training,
we employed the SentenceTransformer library [34]. This architecture underwent
one epoch of training on the query pairs generated based on the finetuned T5
transformer (T ), with a batch size of 8.

3.5 Findings

We make the following observations based on the reported results in Table 1 : (1)
we find that our approach shows the best performance on all three metrics over
three of the query sets, namely MSMARCO Dev, DL 2020 and DL Hard. On the
DL 2019 set, while competitive, our method does not show the best performance.
However, we note that on DL 2019, there is no single baseline that shows the
best performance on all metrics. Specifically, VAR shows the best performance on
sMARE while SCS exhibits a stronger performance on Kendall and Spearman
correlations. (2) In contrast to the baseline methods, our proposed approach
consistently maintains robust performance across all three query sets. Notably,
stronger baselines like SCS exhibit strong performance in specific query sets, such
as TREC DL 2019 and 2020, but fall short in competitiveness on MARCO dev
and DL HARD. A similar trend is observed for IDF, which excels in TREC DL
2020 but lacks competitiveness in the other three query sets. Despite SCS and
IDF outperforming other baselines, our proposed method surpasses them by a
significant margin on MS MARCO Dev set and TREC DL HARD. For instance,
on the MS MARCO Dev set, IDF and our proposed method show Kendall 𝜏
correlations of 0.116 and 0.303, respectively. On TRECDL 2020, SCS achieves a
Spearman of 0.397, while our method achieves a higher correlation of 0.423. (3)
On the MS MARCO dev set, all baseline methods report Kendall 𝜏 correlations
below 0.12, which is negligible compared to our model’s correlation of 0.303.
Our method consistently demonstrates superior consistency and performance,
indicating its robustness across diverse query subsets and evaluation strategies.
(4) Neural-based baselines exhibit less impressive results across the four query
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Table 2: Sample queries color-coded to show term difficulty weights. Darker blue
color indicate softer terms, and darker red colors show harder terms. Terms with
no background denote terms that are neither hard or soft.

product level activity define define a multichannel radio

definition of capias issued on a background how far back do employment background checks

what is the gas called that they give you at the dentist calculate the mass in grams of 2.74 l of co gas

sets, potentially because they consider the embedding representation of each
query term without fine-tuning contextual representations for this specific task.
In contrast, our approach predicts a term difficulty weight for each query term,
learned through a fine-tuning process over the BERT language model. There-
fore, the representations used by our proposed approach may be better tailored
for this purpose. (5) Considering the impact of 𝜙+ (𝑞) and 𝜙− (𝑞) on our pro-
posed method’s overall performance (last two rows of both tables), we observe
significant performance improvement when both sets are taken into account,
particularly on DL 2019, 2020, and Hard. On MSMARCO Dev, our method’s
performance improves on Kendall 𝜏 correlation and sMARE metric with both
sets, while the performance remains consistent on Spearman correlation.

Finally, to illustrate the learned query term difficulty weights, we color-coded
six sample queries in Table 2. Each row includes two queries with at least one
overlapping term. In the first row, the common term between the queries is ‘de-
fine’. In the first row, both queries share the term ’define.’ The user seeks defini-
tions for two phrases. Our model recognizes that the phrases enhance retrieval,
but the term ’define’ diminishes effectiveness. This may be due to BM25, which
seeks relevant documents based on query terms, yet documents with phrase def-
initions may lack the term ’define.’ The second example consists of two queries
where the common term between them is ‘background’. In this case, our model
has determined that this term does not have much impact on the first query but
improves retrieval effectiveness if included along with ‘employment’ and ‘checks’.
In the third row, the shared term is ‘gas’ and we would like to show that our
model considers context to decide on term weights. As seen in this example,
‘gas’ was considered a hard term on the right and soft on the left.This helps us
understand how our model adapts term difficulty to different situations.

4 Concluding Remarks

In this paper, we have proposed to learn contextualized query term difficulty
weights that can inform the process of query performance prediction. We have
shown that query term weights can be learnt, through finetuning a contextual
language model, that estimate how each term can possibly impact the difficulty
of a query. Through extensive experiments on five widely used query sets, we have
shown that our proposed approach is both effective and consistent for predicting
the performance of a range of queries.
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