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ABSTRACT

Gender bias is a pervasive issue that continues to influence
various aspects of society, including the outcomes of infor-
mation retrieval (IR) systems. As these systems become
increasingly integral to accessing and navigating the vast
amounts of information available today, the need to under-
stand and mitigate gender bias within them is paramount.
This book provides a comprehensive examination of the
origins, manifestations, and consequences of gender bias in
IR systems, as well as the current methodologies employed
to address these biases.

Theoretical frameworks surrounding gender and its repre-
sentation in artificial intelligence (AI) systems are explored,
particularly focusing on how traditional gender binaries are
perpetuated and reinforced through data and algorithmic
processes. Metrics and methodologies used to identify and
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measure gender bias within IR systems are then analyzed,
offering a detailed evaluation of existing approaches and
their limitations.

Subsequent chapters address the sources of gender bias,
including biased input queries, retrieval methods, and gold
standard datasets. Various data-driven and method-level
debiasing strategies are presented, including techniques for
debiasing neural embeddings and algorithmic approaches
aimed at reducing bias in IR system outputs. The book
concludes with a discussion of the challenges and limitations
faced by current debiasing efforts and provides insights into
future research directions that could lead to more equitable
and inclusive IR systems.

This book serves as a valuable resource for researchers, prac-
titioners, and students in the fields of information retrieval,
artificial intelligence, and data science, providing the knowl-
edge and tools needed to address gender bias and contribute
to the development of fair and unbiased information systems.



1
Introduction

1.1 Information Retrieval (IR) Systems

Information Retrieval (IR) systems are fundamental to the digital era,
and crucial for navigating the vast data landscape of today’s world.
From simple web searches to sophisticated data analytics in corporate
environments, IR systems are integral to modern life and provide the
tools necessary for personal and professional decision-making. IR systems
do not just facilitate over 1.2 trillion searches per year on a platform
like Google (Internet Live Stats, 2024) but also significantly impact
various sectors such as:

• Healthcare. In healthcare, IR systems manage extensive patient
records and research databases, enabling medical professionals
to access vital information swiftly. For instance, databases like
PubMed offer access to medical research, facilitating better patient
care and fostering the rapid development of medical knowledge
(Medicine, 2024).

• Finance and Banking. Financial sectors utilize IR to ana-
lyze market trends and monitor transactions. Tools provided
by Bloomberg and Reuters help professionals sift through large

3
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datasets to find critical information on market developments, eco-
nomic reports, and investment analytics, supporting quick and
informed financial decisions (L.P., 2024; Reuters, 2024).

• Legal. IR systems such as LexisNexis and Westlaw are indis-
pensable in the legal arena. They allow legal professionals to
efficiently search through vast quantities of legal documents, case
law, and statutes, essential for case preparation, conducting due
diligence, and ensuring comprehensive legal research (LexisNexis,
2024; Westlaw, 2024).

• Academic Research. IR systems are also crucial in academia,
where platforms like Google Scholar and JSTOR enable researchers
to navigate through countless scholarly articles and publications.
This access supports various academic disciplines, enhancing re-
search capabilities and fostering educational advancement (Google,
2024; ITHAKA, 2024).

Such systems have deep impacts on different aspects of society. The
economic implications of IR systems are vast, influencing sectors from
e-commerce to online advertising. They drive consumer behavior, facili-
tate transactions, and are instrumental in strategic business decisions,
impacting billions in daily commerce. Technological advancements
in IR have paralleled the rapid evolution of computing power and data
science methodologies. Today’s IR systems employ sophisticated algo-
rithms and machine-learning techniques to improve accuracy and user
experience. Furthermore, IR systems profoundly shape societal inter-
actions and access to information, influencing education, politics, and
social dynamics. In education, IR systems provide students and aca-
demics access to a wide array of resources, transforming how knowledge
is acquired and shared. The availability of digital libraries and online
courses has democratized education, making learning more accessible
globally. Politically, IR systems play a critical role in shaping public
opinion and electoral outcomes by controlling the flow of news and
information. Their ability to highlight or suppress information can alter
perceptions and influence decisions on a large scale. Culturally, IR
systems facilitate the global exchange of ideas and values, promoting
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cross-cultural understanding and cooperation (Taksa and Flomenbaum,
2009). They have become platforms for cultural expression and identity
exploration, contributing to the global cultural mosaic.

1.2 Biases and IR Systems

Information Retrieval (IR) systems, while immensely beneficial, are not
immune to the influence of biases that can skew results and perpetuate
societal inequalities. These biases arise from various sources including
data, algorithm design, and human factors involved in the development
and maintenance of such systems. Biases in IR systems can have pro-
found implications across multiple sectors by reinforcing stereotypes and
exacerbating social prejudices. Below, we explore several high-profile
examples that illustrate the detrimental effects of these biases.

• Employment and Job Recommendation Systems One no-
table example involves gender bias in job recommendation algo-
rithms. Studies have shown that certain algorithms tend to favor
male candidates over equally qualified female candidates. This
reflects and perpetuates existing gender disparities in job mar-
kets. For instance, a research conducted by Amazon had to scrap
their AI recruiting tool because it showed bias against women.
The system learned to penalize resumes that included the word
"women’s," as in "women’s chess club captain," and it downgraded
graduates of two all-women’s colleges (Dastin, 2018).

• Credit and Loan Approvals Biases in IR systems also affect
financial decisions like credit scoring and loan approvals. An in-
vestigation into Apple Card’s algorithm revealed it offered higher
credit limits to men than to women under similar financial cir-
cumstances. This incident sparked a broader discussion about
the transparency and fairness of algorithms in financial services
(Nicas, 2019).

• Healthcare Diagnostics In healthcare, biases in IR systems
can lead to life-threatening consequences. Research has indicated
that certain diagnostic algorithms prioritize the care of white
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patients over equally sick patients from minority groups due to
biases in the training data. For example, a widely used healthcare
algorithm was found to be less likely to refer Black patients than
white patients for higher-quality care, even when they were equally
ill (Obermeyer et al., 2019).

• Law Enforcement and Judicial Systems In law enforcement,
predictive policing systems have come under scrutiny for perpet-
uating racial biases. These systems often target minority-heavy
areas more aggressively, leading to a disproportionate number of
arrests and convictions in these communities. Similarly, algorithms
used to predict future criminal behavior for parole decisions have
been criticized for being biased against people of color (Angwin
et al., 2016).

Tackling biases in IR systems is not only a technological imperative
but also a moral obligation. Given the critical role that these systems
play in shaping perceptions and decision-making processes in society,
ensuring fairness, equity, and justice in digital interactions becomes
paramount.

Several studies have explored bias in practical, applied industry con-
texts, highlighting both challenges and potential solutions. For instance,
in (Bogen and Rieke, 2018), the authors provide recommendations to
increase transparency and oversight in hiring technologies to reduce the
potential harm these tools can cause. They advocate for independent
audits by vendors and employers and suggest that regulators update
laws to address the capabilities and risks of modern hiring technolo-
gies. The report emphasizes that without intentional intervention, these
technologies could reinforce existing inequalities. Nevertheless, it argues
that predictive tools also present opportunities to improve diversity if
they are actively designed to address historical inequities. This balance
between innovation and accountability is crucial as these technologies
increasingly influence employment opportunities.

In the realm of recommendation systems, the authors in (Wu et
al., 2021) introduce FairRec, a model designed to reduce bias in news
recommendations while maintaining performance levels. Traditional rec-
ommendation systems often amplify biases by capturing patterns linked
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to sensitive attributes like gender. FairRec mitigates this by decompos-
ing user interests into two components: a bias-aware embedding that
captures attribute-specific biases and a bias-free embedding focused on
neutral interests. The model employs adversarial learning to minimize
bias in the bias-free embedding and uses orthogonality regularization
to keep the two embeddings distinct. Only the bias-free embedding is
used in the final ranking, ensuring recommendations are independent
of sensitive attributes.

Lastly, the authors in (Binns et al., 2018) explored perceptions of
justice in algorithmic decision-making. Through lab and online exper-
iments, the study explored how various explanation styles—such as
case-based, demographic, input influence, and sensitivity—affect peo-
ple’s sense of fairness, dignity, and accountability in scenarios like loan
approvals and insurance pricing. Results indicate that people’s percep-
tions of justice are shaped by their understanding of the decision-making
process and whether they view the factors considered as appropriate.
However, repeated exposure to a single explanation style led participants
to focus more on scenario details than on specific explanation types.
This study highlights the complexities involved in designing explana-
tions that foster a sense of fairness and accountability in algorithmic
systems, emphasizing that no single explanation style fits all needs and
that users may be reluctant to assign justice or moral responsibility to
machine-based decisions.

In addition, the importance of addressing biases in IR systems has
been significantly recognized by the research community, prompting a
vigorous response aimed at understanding and mitigating these biases.
This response has been multi-faceted, focusing on various aspects of bias
in IR systems—from identifying the sources of biases and understanding
how they are injected into the systems, to exploring ways in which
these biases are amplified and spread through societal interactions.
Researchers have investigated the mechanisms through which biases
are introduced into IR systems. This often originates from the data
used to train algorithms, where historical inequalities or skewed data
representation lead to biased decision-making processes (Barocas and
Selbst, 2016; Mehrabi et al., 2021). Studies have shown how machine
learning algorithms can inadvertently learn and perpetuate these biases
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if not properly checked (Zhao et al., 2017). Moreover, the research
focuses on how once biases are injected, they can be intensified by the
algorithms through their iterative nature. For example, feedback loops
where biased outputs are used as new training data can further en-
trench and exacerbate these biases (Baeza-Yates, 2018). Understanding
these dynamics is crucial for developing effective mitigation strategies
(Friedman and Nissenbaum, 1996).

A significant portion of recent research has been devoted to devel-
oping methodologies to prevent the spread of biases. These include
algorithmic fairness approaches, bias audits, and the use of fairness-
enhancing interventions in the algorithmic design (Chouldechova, 2017;
Holstein et al., 2019). Researchers are exploring both technical solutions,
such as the redesign of algorithms, and policy-based approaches, such
as regulatory frameworks and transparency guidelines (Barocas et al.,
2020; Binns, 2018).

1.3 Chapter Breakdown

This book aims to contribute significantly to this ongoing discourse by
providing a comprehensive overview of how biases in IR systems can
be understood and addressed. Each chapter is dedicated to exploring a
different aspect of bias in IR, from theoretical underpinnings to practical
applications and case studies, thus offering a holistic view of current
strategies and future directions in bias mitigation. The textbook is struc-
tured to provide a holistic approach to understanding and mitigating
gender bias in Information Retrieval (IR) systems. It is composed of a
series of chapters that progressively investigate various dimensions of
gender bias, ranging from theoretical frameworks to practical de-biasing
methods.

1.3.1 Chapter 2: Framing Sex, Gender, and Gender Diversity

Having outlined the biases present in information retrieval (IR) systems,
we take the first step toward addressing these issues by looking at how
AI systems interpret concepts like sex and gender. This next chapter
explores how these interpretations can often reinforce social biases,
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helping us build a clear foundation for understanding gender bias in IR.

1.3.2 Chapter 3: Gendered Information Retrieval Systems: Metrics
and Measurements

Metrics and measurements used to identify and quantify gender biases
in IR systems are outlined in this chapter. The chapter discusses various
approaches to assess how these systems handle fairness in algorithmic
processing and result ranking.

1.3.3 Chapter 4: Understanding the Sources of Gender Bias in IR
Systems

This chapter explores the origins of gender biases in IR systems. It
analyzes how biases are integrated into algorithms through data train-
ing processes and the design of algorithms themselves. The chapter
discusses both inadvertent and systematic insertion of biases during the
development phases of IR systems.

1.3.4 Chapter 5: Data-Driven De-Biasing Methods

Focusing on practical approaches, this chapter introduces methods for
data-driven bias mitigation. It covers techniques such as data augmen-
tation, modification of training datasets, and algorithmic adjustments
aimed at reducing the gender bias inherent in IR systems.

1.3.5 Chapter 6: De-biasing of Neural Embeddings

Specific techniques for de-biasing neural network embeddings are covered.
This chapter offers the details and the technical aspects of neural
networks that process, providing insights into how these can be adjusted
to mitigate biases.

1.3.6 Chapter 7: Method-Level De-biasing

This chapter extends the discussion on bias mitigation by focusing
on specific methodologies that can be applied at different levels of IR
system development. It includes case studies and examples where these
methods have been successfully implemented.
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1.3.7 Chapter 8: Challenges, Limitations, and Future Directions

The concluding chapter discusses the ongoing challenges in fully address-
ing gender bias in IR systems, the limitations of current approaches,
and the potential future research directions that could lead to more
comprehensive solutions.

The structure of this textbook is designed to equip researchers, prac-
titioners, and students with a thorough understanding of the complex
nature of gender biases in IR systems and provides a detailed guide on
existing strategies to address these biases. Each chapter builds on the
previous one, ensuring a comprehensive learning path for the reader.



2
Framing Sex, Gender, and Gender Diversity

To address gender bias effectively in information retrieval (IR) systems,
it is crucial to first understand the underlying concepts of sex and
gender and how they are often misrecognized and misrepresented in
artificial intelligence (AI). This chapter explores these constructs, pro-
viding context for how biases in IR systems may arise from simplistic
or incorrect assumptions about gender. By examining the ways AI
systems interpret and apply these constructs, we set a foundation for
understanding the broader impact of gender bias on IR outcomes and
the need for frameworks that account for diversity and complexity. This
exploration is key to building IR systems that address risks of harm
while supporting fair and accurate information access.

2.1 Sex and Gender in the Context of AI

The United Nations Educational, Scientific, and Cultural Organization’s
International Research Centre on Artificial Intelligence (UNESCO IR-
CAI) recently underlined the ways that AI systems perpetuate and
amplify human, structural, and social biases (UNESCO, 2024). These
biases, which include sexism and gender binarism, serve to reinforce
systems of domination and marginalization that structure inequities

11
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(Krieger, 2020; Shrestha and Das, 2022). These systems stand to actively
harm those impacted by both discriminatory practices and legislation,
resulting in experiences of embodied harm (Krieger, 2020). To best un-
derstand how AI is both complicit and actively involved in engendering
harm, we invite our readers to explore how AI conceptualizes sex and
gender, the limitations of these conceptualizations, and potential solu-
tions for developing equity-informed and gender-aware (Pinney et al.,
2023) AI systems moving forward.

2.1.1 Exploring the Definitional Minefield of Sex and Gender: Key
Concepts and Definitions

To begin our discussion, it is helpful to explicitly define the constructs of
sex and gender in the context of AI. Of course, the distinction between
sex and gender is subject to definitional and conceptual ambiguity
that varies tremendously. In their book Artificial Knowing: Gender and
the Thinking Machine, Alison Adam (1998) describes the distinction
between sex and gender as a “definitional minefield” arguing that “...
trying to tie gender to an ideal of supposedly uncontroversial biological
sex is problematic in many ways” (p. 22). This section focuses in on
these nuances, exploring differences that complicate the adoption of
universal constructions of sex or gender in AI systems.

Sex

Across discourses, sex is often reduced to a purely biological construct,
encompassing the cellular, anatomical, chromosomal, hormonal, and
genetic differences between males and females (Johnson and Repta,
2012). Defaulting to genetic essentialism is complicated by the tapestry
of genetic processes that inform sex determination (Ainsworth, 2015).
Moreover, while binary female-male categorizations are useful for certain
lines of inquiry, they are limited in their ability to generalize to all
females and males (Richardson, 2022). Understandings of sex as a
biological construct must encompass the full range of human variation
and diversity present within populations; binary conceptualizations fail
to do this.
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Chromosomal configurations outside of XX and XY, including XXX,
XO, XXY, and XYY, occur at a rate as high as 1 person out of every
100 people (Arboleda et al., 2014). Individuals with chromosomal con-
figurations outside of XX and XY are often labelled under the intersex
umbrella within the common vernacular, however, increased attention
has been placed on developing a modern nomenclature in opposition
to pejorative, controversial diagnostic labels. In collaboration with the
participants of the International Consensus Conference on Intersex,
Lee et al. (2006) released a consensus statement on the topic of care
for individuals experiencing chromosomal atypicality. Regarding the
nomenclature ascribed to individuals, authors of the Consensus State-
ment on Management of Intersex Disorders recommend the use of the
term “disorders of sex development” alongside descriptive accounts of
the relevant genetic etiology when possible (Lee et al., 2006). However,
since the development of these recommendations, InterACT (2018), a
non-profit organization advocating for the rights of intersex youth, has
rejected the term due to its emphasis on pathologization. InterACT
almost exclusively uses the term “intersex” to refer to individuals with
differences in sex traits, however, they maintain the position that termi-
nology in this arena is primarily a matter of individual choice. With this
in mind, we will adopt the term “intersex” in this publication, mirroring
InterACT’s recommendation.

Binary sex categorizations do not capture the full range of biological
diversity present within humans and often exclude intersex and trans
people. However, it is also important to recognize that binary sex catego-
rizations reduce much of the diversity within categorizations of females
and males, in addition to differences across categorizations. Johnson
and Repta (2012) argue that variation within binary sex designations,
including differences in metabolism, lung capacity, stress response, brain
function, and bone size necessitates broader conceptualizations of sex.

References to external genitalia and physical characteristics continue
to inform common constructions of sex, gender, and related sex differ-
ences. For example, the emergence of secondary sexual characteristics
(including body hair, muscle mass, and breast development) during
puberty primarily signals the beginning of reproductive age (Richards
and Hawley, 2011). Evidence suggests that body composition varies by
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sex, such that females on average carry more fat mass relative to males
and are more likely to accumulate fat around their hips and thighs
(Bredella, 2017). Moreover, despite having many of the same hormones
(androgens and estrogens), the concentration of these hormones typi-
cally found within the body and their relative interactions with organ
systems demonstrate sex-based variation (Svechnikov and Söder, 2008).

Among physical characteristics, faces are an attribute of particular
interest given their ability to subtly indicate sex or gender. Researchers
have described the importance of faces in providing sex and gender-
related information, arguing that social conventions and gender pre-
sentation may play a role in cueing sex or gender (González-Álvarez
and Sos-Peña, 2022). However, even in the absence of sociocultural
cues, humans demonstrate remarkable accuracy in determining sex from
isolated faces; some estimates put that accuracy as ranging from 96-98%
(Bruce et al., 1993). Binary sex categorization of faces devoid of socio-
cultural sex markers is a function of two elements: facial morphology
and surface reflectance (Meinhardt-Injac et al., 2013; Russell et al.,
2006). In recent experiments, researchers identified the presence of both
these components as central to accurate sex categorizations, with sur-
face reflectance being associated with more categorical sex perception
(González-Álvarez and Sos-Peña, 2022).

A study on sex differences in facial morphology led by Bannister
et al. (2022) found that on average, male faces were 7.30% larger
than female faces. Moreover, the researchers (Bannister et al., 2022)
describe significant sex differences in facial shape, especially in the brow,
nose, cheek, and jaw regions. Russell (2009) describes facial contrast
(the relative degree of facial luminance and the resulting contrast it
creates) as influencing the perception of facial gender. It is thought
that females generally have higher facial contrast than males; thus,
isolated androgynous faces can be made to read more female or male
by increasing or decreasing facial contrast. Russell (2009) elaborates
on the ways cosmetics increase facial contrast, amplifying gendering by
exaggerating this attribute. Taken collectively, this evidence suggests
that faces are marked by some degree of sexual dimorphism, however,
it is important to recognize that the magnitude of these differences
varies across populations (Kleisner et al., 2021). According to Kleisner
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et al. (2021), cultural facial preferences, variations in facial shape, and
differences in body height cannot explain differences in facial dimorphism
around the world, and should not be essentialized.

These examples highlight how sex may be reflected in various physi-
cal body characteristics. However, in focusing exclusively on inter-sex
differences, intra-sex variation is undermined. Reducing the diversity
within sex categorizations has real-world applications. For example, in
2023, World Athletics imposed new hormonal regulations for female
track and field athletes (Bowman-Smart et al., 2024). These regulations
require some athletes to artificially reduce their body’s natural testos-
terone levels to compete within the female category (Bowman-Smart
et al., 2024). Among the athletes impacted are people assigned female
at birth and raised as women. The Canadian Broadcasting Corpora-
tion and National Public Radio (2024) discuss these stories in their
podcast Tested, highlighting the century-long history of policing the
bodies of female athletes in women’s sports and encouraging audiences
to contemplate fairness and equity.

Sex contextualism provides a useful, ethical framework to attend to
sex-related variables without defaulting to a sex ontology (Richardson,
2022). Richardson (2022) argues that the relevancy (or lack thereof) and
meaning of sex-related variables is context-specific. Moreover, male and
female categorizations can be operationalized variably across disciplines.
As such, it is possible to explore male-female differences in some works,
collapsing the categorizations in others, and further differentiating cat-
egorizations where necessary. According to DiMarco et al. (2022), in
practice, sex contextualism is “...defining and analyzing sex-related bio-
logical variables within well-specified contexts, including individual life
history, social and physical environment, laboratory and technological
constraints, species, strain, developmental stage or age, and level of
biological analysis. This reflects what biologists already well know: that
factors associated with sex-differentiated biological pathways cut across
many different forms of biological organization, from chromosomes to
tissues, hormones, and organs.” (p. 2). To expand on this idea further,
Richardson (2022) raises an example, in which researchers explored the
impact of estrogen injections in the treatment of wound sepsis. In this
study, Bösch et al. (2018) stratified their mouse model into four “sexes”
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based on estrogen levels. Within the wound sepsis research program,
contextualizing sex variation in specific reference to estrogen levels
enabled investigators to explore additional variables that mediated the
effect of the estrogen treatment on wound sepsis, enhancing scientific
precision in turn (Bösch et al., 2018). In their study, it was neither
helpful nor adequate to contextualize sex as binary; thus, alternative
classification schemes were employed. Pape et al. (2024) further em-
phasize the merits of sex contextualism in enhancing scientific rigor
and precision, arguing that researchers interested in these values might
choose to operationalize sex by specifying measurable attributes, includ-
ing hormone levels or chromosomal configurations, as opposed to proxy
binary categorizations meant to encompass diverse biological pathways.
In a sex contextualist view, binary male-female categorizations are not
the only sex categorizations that could exist, and any reported sex
differences and variations are approached with enhanced specificity and
transparency. Broadly, sex contextualization advocates for reflective
practice that validates more diverse understandings of sex (Richardson,
2022).

As a final point of interest, it is important to diverge from strictly
biological accounts of sex and acknowledge dimensions of social con-
struction. Johnson and Repta (2012) describe how conceptualizations of
sex exist relative to place and time; specifically, they draw attention to
how refinements in measurement techniques have allowed us to better
understand the full range of phenotypic diversity present within humans.
Laqueur (1992) identified a pervasive, single-sex perspective originating
in Antiquity Greece that conceptualized females as undeveloped males.
This interpretation was first contested in the Western world during the
18th and 19th centuries driven by an increased interest in determining
sex differences based on reproductive organs (Laqueur, 1992). Contem-
porary bioessentialist notions about sex can be traced to Enlightenment
Europe when philosophy began to fixate on the natural rights of men
and women (D’Ignazio and Klein, 2020). Zimman (2014) reflects on
this history, asserting “. . . it is clear that even the basic idea that the
penis and vagina are different (let alone opposite) body parts, rather
than external and internal versions of the same organ, is the product
of a particular culture at a particular point in time. So is the belief
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that the body comes primarily or exclusively in two types-female and
male” (p. 17). This construction is relevant because it informs current
understandings of sex assigned according to external genitalia.

Taken collectively, sex is a multidimensional construct that exists
independent of gender but is also a component of gender. Positioning
sex as an exclusively “precultural or pre-social” state of being emboldens
biological essentialism to enforce the gender binary (Zimman, 2014).

Gender

Gender is understood as a multidimensional psychosocial concept en-
compassing gender identity, gender roles, gender relations, and insti-
tutionalized gender (Tadiri et al., 2021). Gender identity includes a
felt sense of self as feminine, masculine, both, or neither, and the ways
people express their gender (or gender expression) (Chang and Wild-
man, 2017). Bolte et al. (2021) describe gender self-concepts using a
similar framing, taking time to differentiate between sex assigned at
birth and current sex phenotype and emphasize the role of internalized
gender roles in gender construction. The conceptualization of gender
in this text attends to these nuances, recognizing that gender is both
socially constructed and has material consequences (Namaste, 2000).
Socially, the distribution of power, resources, and opportunity influences
gendered norms and expectations. Experientially, gender is subjectively
embodied, such that self-identification with a given gender identity
can occur for a variety of reasons. This section is dedicated to further
exploring concepts related to gender identity and gender roles.

Gender Identity and Gender Subjectivity

Ashley (2023) defines gender identity as including “. . . the grounds of
gender self-categorization, the strength of one’s identification, and the
totality of feelings about self-categorization. Gender identity can be felt
strongly or weakly, notably because of the apprehended strength and
cohesiveness of gender subjectivity” (p. 1054). Under this account, a
person may choose to identify in any number of ways depending on the
degree of their embodiment. Common identifications include cisgender
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man/woman, which encompasses people whose sex assigned at birth
aligns with their gender identity, transgender (trans) man/woman, which
comprises people whose sex assigned at birth does not align with their
gender identity, and non-binary individuals, who do not (necessarily)
identity within the gender binary and may or may not identify with sex
assigned at birth. These identifications only begin to capture the full
diversity present within populations; after all, all people have a gender
identity.

In contrast, gender subjectivity is defined as “The totality of our
gendered experiences. . . and forms the basic substrate of gender identity”
Ashley (2023) (p. 1059). Postmodern scholars conceptualize gender
subjectivity as socially constructed and informed by embodied cultural
discourses (Kruks, 1992). However, feminist scholars also create space
for individual agency and consciousness within the subjective experience
(Kruks, 1992). In so doing, two incongruent accounts of gender can
simultaneously co-exist. To illustrate this point, Ashley (2023) describes
how a cisgender woman may “. . . understand herself as a woman because
of the body she was born in without suggesting that transgender women
are any less women because of the bodies they were born in” (p. 1054).
Ashley (2023) argues that our gendered experiences do not define us; it
is our interpretations of gendered experiences (which vary in strength,
consistency, and ambiguity) that give form to gendered beings.

This theory of the phenomenological constitution of gender identity
presents a novel constructivist account of gender identity that reconciles
the seemingly incompatible experiences of gender that vary from one
individual to another. Ashley (2023) employs an architectural analogy to
position gender subjectivity as the materials that inform constructions
of gender identity. Uniquely, this theory authenticates and validates the
experiences of a diversity of people, including trans and gender-diverse
people, without defaulting to an “othering” rhetoric that entrenches
marginalization.

Gender Expression

A further concept of interest relates to gender expression: the broad
presentation of masculinity, femininity, or androgyny (Beltz et al., 2021).
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Beltz et al. (2021) describe gender expression as encompassing an in-
dividual’s knowledge of, understanding of, and relative prescription to
gender norms, expectations, and attitudes. The expression of gender
may align with an individual’s gender identity, but it may also diverge.
For example, a cisgender man may opt to adopt a more stereotypically
feminine presentation without it impeding his self-concept as a man. Im-
portantly, gender expression, and gender norms, are also fluid, changing
over time and across contexts. One study suggests that expressions of
femininity increase with age; interestingly, this holds for both men and
women (Hyde et al., 1991). Moreover, a person may choose to present
in a way that more closely mirrors their gender identity when in cer-
tain environments, but present more androgynously in others. Ghabrial
(2019) and Frost (2011) describe how strategic conformity to hegemonic
dogmas, especially for sexual and gender minorities, may be potentially
protective against social stigma, discrimination, and violence, especially
in environmental contexts marked by hostility and threat. However,
Anderson (2020) emphasizes how this conduct, even when selectively
protective, carries significant social, psychological, and emotional costs:
a topic in need of greater academic attention.

There are several demographic and environmental factors associ-
ated with gender expression. For instance, one study describes greater
gender non-conformity among people with higher education and house-
hold income (Sandfort et al., 2021). Further, the authors found higher
levels of gender non-conformity in gay men and bisexual women, rela-
tive to heterosexual men, women, and lesbian women (Sandfort et al.,
2021). Gender expression may also interact with other intersectional
factors, including class, rural/urban environments, and culture (Frable,
1997; Sandfort et al., 2021). For example, some research on sexual
orientation perception (sometimes called “gaydar research”) suggests
that humans can judge sexual orientation at levels that exceed chance;
evidence points to differences in adornment, behaviors, speech, and
appearance as important indicators in making these judgments (Rule,
2017). Concerningly, AI neural networks demonstrate accuracy that
exceeds humans in making judgments about sexual orientation from
static facial images (Wang and Kosinski, 2018). This is congruent with
the assumption that gender expression is, in part, informed by the
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sociocultural norms and understandings that outline parameters for
its expression and that these concepts can be embedded within AI
systems (Sandfort et al., 2021). Gender and its related expressions are
multidimensional constructs informed by dynamic social identities, and
it is important to attend to these constructs with nuance (Frable, 1997).

Gender Roles

In Western societies, gender roles encompass societal-level beliefs and
stereotypes related to differing expectations and understandings of
bioessentialist roles of women (and the nature of femininity) and men
(and the nature of masculinity) (Alesina et al., 2013; Blackstone, 2003).
Femininity is devalued, therefore people who express or embody femi-
ninity are also devalued. This is a particular problem for many women.
These roles reflect society’s values about sex and gender, often perpetu-
ating rigid binary conceptualizations of both in turn (Blackstone, 2003).
Importantly, these roles are non-essential, and are dynamic across time,
culture, and geography (Adam, 1998). Gender roles are institutionalized
through education, media, religion, politics, and social systems however,
individuals may interact with these roles in a diversity of environmen-
tally mediated ways (Blackstone, 2003; Johnson and Repta, 2012). For
example, a society may expect women to disproportionately shoulder
the domestic responsibilities associated with maintaining a household,
while also barring them from joining the workforce. Other societies may
adopt more egalitarian roles, advocating for balanced expectations. A
woman in either society may reject or embody these roles, the extent to
which either occurs varying from one individual to another in response
to their interpretations of gendered experiences alongside structural
constraints impacting the amount of individual choice one might have.

A central tenet of feminist scholarship centers around the idea that
social attributions related to femininity and masculinity are charged
entities (Adam, 1998). In Western societies, the Abrahamic tradition
ascribed rationality a masculine trait and irrationality as a feminine
one. This extends to attributions of power and status with masculinity,
and weakness and negative status with femininity (Adam, 1998). These
designations help perpetuate deep-rooted gender hierarchies that impact
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all of society by privileging people seen as masculine or who express
masculinity, while simultaneously marginalizing people characterized as
feminine or who express femininity.

2.1.2 Factors Influencing Interactions with Sex and Gender

Conceptualizations of sex and gender do not exist in a vacuum; they
are informed by language and cultural norms. We will briefly touch on
these factors now.

Language

The Whorf-Sapir hypothesis proposes that differences between cultures
can be attributed to differences in language use (Sapir, 2023; Whorf,
2012). The concept of linguistic relativity is linked to this hypothesis,
which argues that our perceptions of the world around us are shaped
by the language we use.

The Dubenko (2022) study of nine (gendered) languages within the
Indo-European family found that cases of gender universality within
nouns were often motivated by binary masculine/feminine connotations,
cultural traditions, and symbolic gender archetypes. Gender univer-
salities that enforce gender binaries may pattern archetypical mental
representations. This research contributes to the growing body of psy-
cholinguistic works that elucidates the impact of grammatical gender on
perception in both two-gender and three-gender languages (Dubenko,
2022). Grammatical gender is not the only factor involved in these
distinctions. For example, languages such as English use a system of
pronominal agreement where “different third-person singular pronouns
are used for male and female humans” (Jakiela and Ozier (2020), p.
9). Interestingly, there is research to suggest that even in nongendered
languages both children and adults attribute gender to nouns, and that
these attributions develop further with age (Atagi et al., 2009). Taken
collectively, there appears to be some tendency to ascribe gender to
language.

The impact of language on conceptualizations of gender further ex-
tends to cultural norms. Mazzuca et al. (2023) found distinct differences
in how Dutch and Italian participants conceptualized gender. Their
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results suggested that Dutch participants presented more essentialist
constructions of gender relative to their Italian counterparts (Mazzuca
et al., 2023). These cultural influences meditate and inform interactions
with gender.

Culture

More traditional cultures may adopt more binary conceptualization of
sex and gender that are institutionalized through policy. However, there
is tremendous variation in cultural conceptualizations of gender around
the world. To share just one example, South Asian cultures, including
India, Bangladesh, and Nepal, recognize a third gender of Hijra. The
Hijra are marked by their gender fluidity (Khan et al., 2009). Within the
Hijra, researchers have identified 15 subgroups differentiated by a variety
of characteristics, including social identity, sexuality, genitalia, and
proportion of embodiment of masculine-feminine characteristics (Khan
et al., 2009). The Hijra historically occupied socially recognized roles
grounded in religious and spiritual practice, however, British colonial
forces criminalized both cultural and Hijra-related practices during
the 1800s, setting a precedent for discrimination and social exclusion
(Ghosh, 2018; Gill-Peterson, 2024). This provides one example of how
cultural understandings of gender vary and have the potential to inform
gender identity and expression.

Intersectionality

As elaborated above, an individual’s gender self-concept may be in-
formed by factors including, but not limited to, culture, language, and
age. The broader contexts that shape perceptions and interpretations
of gender may also serve to marginalize individuals who exist outside
of binary constraints of sex and gender. However, it is important to
understand this marginalization through the lens of intersectionality.
Intersectionality theory (Crenshaw, 1991; Crenshaw, 2017) describes
how people embody multiple, complex social identities. These identi-
ties interact and intersect with each other, weaving together to form
the material body of our experiences. Drawing on this theory, we un-
derstand that inequities can manifest across different dimensions of
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who we are. Dimensions of inequity are not purely additive; they are
compounded and amplified. They feed into each other to shape experi-
ences of marginalization, oppression, and domination (Crenshaw, 1991;
Crenshaw, 2017).

Applying intersectionality theory to AI, it becomes clear that a cis-
gender, older, white, woman may potentially experience marginalization
within the AI workforce as a result of underrepresentation. Here, the
hypothetical woman may be subjected to sexism and ageism. However,
we also understand that this experience will diverge from the experiences
of a trans woman of colour within the same setting. A trans woman of
colour will navigate sexism in addition to gender binarism and racism.
Krieger (2020) outlines several systemic “isms” (including heterosexism,
gender binarism, sexism, and racism) that structure inequities. “Isms”
comprise insidious systems of oppression and domination; they inform
the ways in which people interact with each other and are interacted
with. These “isms” are not absent from AI spaces. While this chapter
focuses on gender biases in AI (with specific allusions to sexism and
gender binarism), gender biases are best investigated in the context of
the other social-isms that structure society.

2.2 AI Conceptualizations of Sex and Gender: A Breeding Ground
for Bias

Scheuerman et al. (2019) describes the process of integrating gender
diversity into AI gender categorizations and classifications as a laborious
task. To our understanding, AI does not yet demonstrate the capacity
for organic thought. Thus, when discussing conceptualizations of sex
and gender within AI, it is helpful to frame this as a reflection of two
primary components: the developers behind AI, and the datasets used
to train AI. That is to say, AI mirrors and amplifies the biases present
within the developers of AI systems and the datasets used to train AI
models.
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2.2.1 A Brief Look at the Developers Behind AI

The 2023 Global Gender Gap Report found that only 30% of the AI
workforce is comprised of women (Caira et al., 2023). Another review
from 2019 suggests that women comprise only 18% of C-Suite leaders in
global AI enterprises (University, 2019). Outside of development spheres,
AI research suggests similar trends. The OECD reports that only 25%
of AI researchers are women (Caira et al., 2023). Further, they note that
men are the sole authors 55% of AI publications and that the figure
decreases to 11% when looking at sole-publications written by women
(Caira et al., 2023). Taken collectively, these findings paint a compelling
picture of male dominance and gender homogeneity in AI spaces, echoing
similar trends in STEM. Despite advocacy for disaggregated data, there
remains a noted absence of high-quality information about gender, race,
and disability in AI (Young et al., 2023; Zhang et al., 2021). The absence
of granular data further prevents us from assessing the contributions
of trans and gender-diverse people to the development of AI systems.
A noted exception is the work of the grassroots organization Queer in
AI, which administers a yearly survey to document the demographics
and barriers faced by sexual and gender minority researchers in AI. In
their most recent survey from 2021-22, Ovalle et al. (2023) (N=225),
22% identified as transgender.

Keyes (2018) explains that “Researchers within Human-Computer
Interaction have long studied the way that design processes dominated
by men produce gendered, material differences in the usability of the
resulting artifacts for women” (p. 88). By this logic, embedding diversity
within developer teams might offset the gender discrepancies in artifact
usability. Indeed, the presence of diverse perspectives is thought to
enhance a group’s problem-solving capabilities (Hong and Page, 2004).
Boinodiris (2024) further emphasizes the merits of diversity in AI, argu-
ing for the necessity of creating spaces for a range of multidisciplinary
practitioners to pool their expertise and begin to develop responsible AI
that reduces the potential for harm. In curating this environment, AI
developers can also begin to navigate hard questions related to dataset
availability and usage; this is central because bias in AI systems reflects
historical and ongoing inadequacies in training data that perpetuate
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inequities (Bernstein and Turban, 2018; Boinodiris, 2024; Buolamwini,
2024; Chen, 2023).

2.2.2 The Training Data Problem

By using training data that defaults to dichotomized sex (male/female)
and gender (man/woman) representations, AI systems are prone to
sex and gender biases that amplify inequities for women, trans, non-
binary, and gender-diverse people. Despite growing awareness about
the ramifications of women’s underrepresentation in AI spaces, Keyes
(2018) identifies a gap in this area stemming from pervasive gender bina-
rism. Specifically, Keyes (2018) argues that models of gender binarism
“. . . fundamentally erase[s] transgender people, excluding their concerns,
needs, and existences from both design and research” (p. 88). There
is an apparent absence of high-quality training data that meaningfully
attends to comprehensive dimensions of sex and gender. For example,
Roberts and Fantz (2014) describe how electronic health records may
not serve trans people by failing to accurately attend to, share, and
store information related to sex and gender. Indeed, even when gender
and sexual orientation data are collected, sex assigned at birth often
trumps any other information, demonstrating what Albert and Delano
(2022) refer to as sex obsession. When these electronic health records
are later accessed and used as training data for AI systems, these gaps
endure and create tangible harm. Cao and Daumé (2021) and Albert
and Delano (2022) explain that failure to attend to gender complexity
results in systems that, particularly for binary and non-binary trans
people, deliver a worsened quality of service, reinforce stereotypes, and
emphasize over/underrepresentation.

Lack of data (Buslón et al., 2023) and incomplete or skewed data
(Feast, 2020) are areas for strategic action in alleviating disparities
related to sex and gender bias in healthcare-related AI. Buslón et al.
(2023) propose several solutions to this challenge, including a) ensuring
that data collection forms in healthcare attend to gender, sex, and
sexual orientation, b) expansion of data collection sources and promo-
tion of data integration, c) improving dataset quality and balance by
designing unbiased data collection strategies, improving data representa-
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tiveness and balance, and defining the parameters of data reutilization,
d) inclusivity strategies, especially in relation to trans people, and e)
intersectional approaches to data collection. These recommendations
echo Albert and Delano (2022) who identify the following additions: a)
education to raise awareness about sex and gender, and the experiences
of trans people inside and outside medical contexts, b) working in di-
verse teams where people bring a range of skills and experience, c) being
deliberate about whether sex/gender data are relevant to the research,
d) documenting the use of sex/gender variables clearly, including how
the data was collected, e) carry out data quality checks and identify
strategies for managing missing data, f) consider additional sources of
bias beyond sex and gender variables, and g) "audit model performance
for subgroups without presuming or essentializing differences" (p. 7).
These considerations may help to improve data availability moving
forward, allowing for the development of training datasets that better
attend to gender and sex-related diversity. However, current deficits
in training data stand to increase misrecognition and misclassification
rates (Katyal and Jung, 2021). The next section will provide three
focused examples of bias and deficits in AI systems, highlighting how
these deficiencies perpetuate inequities and cause harm.

2.3 Case Studies: Where Gender Binaries and Biases in AI Fail
People

2.3.1 Automatic Gender Recognition and Other Facial Recognition
Technology

Scheuerman et al. (2019) describe how facial analysis software applies
binary gender categorizations to people, and image labelling software
uses components of gender expression and presentation to ascribe gen-
der. Both technologies consistently fail to accurately identify trans and
non-binary individuals. They further describe how labelling in com-
puter vision, understood primarily through gender performance and
expression, reduces gender diversity to a male-female binary and directly
contrasts with how users conceptualize gender. These scholars (Scheuer-
man et al., 2021) have further developed their analysis to take into
account the impact of colonial histories. Introducing the concept of auto-
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essentialization they argue that "the contemporary auto-essentialization
of gender via the face is both racialized and trans-exclusive: it asserts a
fixed gender binary and it elevates the white face as the ultimate model
of gender difference" (p. 1).

Automatic Gender Recognition (AGR), a subfield of facial recog-
nition technology, represents one algorithmic technology particularly
informed by embedded gender representations. Keyes (2018) explored
how gender is operationalized within AGR by performing a content
analysis on papers on the topic. Their analyses revealed that of the 58
AGR papers in their sample, 94.8% of papers conceptualized gender as
binary, 72.4% of papers conceptualized gender as immutable (gender as
static), and 60.3% of papers conceptualized gender as physiological (gen-
der as dependent on external presentation). Keyes (2018) argues AGR
technology designed to see gender as something physiologically-rooted
is more likely to misclassify and discriminate against trans, non-binary,
and gender diverse people. Interviews conducted with trans people
about AGR technology support this idea Hamidi et al. (2018). In these
interviews, trans participants questioned whether AGR could accurately
classify trans people, especially given that gender is subjectively expe-
rienced and expressed. Moreover, concerns about privacy and safety,
especially in relation to incorrect gender attributions, also emerged
(Hamidi et al., 2018). These concerns are reinforced through multiple
examples of surveillance and misrecognition in Katyal and Jung’s anal-
ysis of the "gender panopticon" (Katyal and Jung, 2021). Misgendering
has been associated with reduced felt authenticity, self-esteem, and
increased feelings of stigmatization; higher feelings of stigmatization are
also linked to increases in negative affect (McLemore, 2014). Limited
gender representations informed by social, historical, and cultural biases
are exclusionary to the real-world diversity present within humans; this
exclusion stands to entrench experiences of marginalization including
intersecting oppressions of racism, sexism, and binarism (Hamidi et al.,
2018).
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2.3.2 Word Embeddings

In lay terms, word embedding is the process of creating a vector-based
representation of a word (Bolukbasi et al., 2016). Evidence suggests that
word-embeddings are androcentric, biasing men over women (Petreski
and Hashim, 2022). (Bolukbasi et al., 2016) draw attention to the fact
the many embeddings demonstrate gender bias and sexism, arguing that
within word2vec (embedding system) trained on a dataset encompassing
3 million English words drawn from Google News, gender stereotypes
were pervasive. For example, this embedding system returned X in
the analogy “he to doctor is as she to X” as nurse (Bolukbasi et
al., 2016). This trend illustrates gender biases in the training dataset
that perpetuate stereotypes regarding the roles and expectations of
women. Other studies suggest similar problems arise using different
embedding systems and training datasets. For example,Caliskan et
al. (2022) describe how their embedding systems trained on internet-
derived datasets identified different concepts associated with men and
women. Concepts associated with women included references to roles in
domains such as technology, engineering, sports, and religion. Conversely,
concepts associated with women included female-specific slurs, sexual
content, appearance, and kitchen items (Caliskan et al., 2022).

While evidence highlights the social biases present and amplified by
word embeddings, there lacks consensus on how to tackle this problem
(Basta et al., 2019; Bolukbasi et al., 2016; Caliskan et al., 2022). Boluk-
basi et al. (2016), for instance, describe a debiasing strategy to remove
gender associations from gender neutral words such as nurse. Persistent
gender associations present even after debiasing, however, give rise to
contextualized word embeddings strategies. These strategies involve
creating word vector representations relative to the sentence a word
is sourced from. Basta et al. (2019) suggest that the resulting gender
conceptualizations arising from contextualized word embeddings are
less biased than debiased word embedding strategies. While efforts to
debias word embeddings stand to combat sexism within the industry, it
is important to also recognize how the act of embedding itself enforces
and upholds existing gender binaries.
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2.3.3 It’s not a Coincidence that All your Robots are Female, it’s
a Design Choice

It is easy to reduce computers and AI to purely technological artifacts
aimed at bolstering human pursuits. However, doing so fails to ac-
knowledge the nuances of how humans and computers interact. Human-
Computer Interaction (HCI) is an interdisciplinary field focused on how
machines balance considerations of functionality and usability to opti-
mize service delivery (Karray et al., 2008; Te’eni et al., 2007). Within
the field of HCI, Nass et al. (1994) introduced the Computers are Social
Actors paradigm, which proposes that humans interact with computers
socially and ascribe social norms onto computers. Using experimental
results to ground this paradigm, Nass et al. (1994) further describe
that humans perceive computers as gendered actors, in which gender-
based social rules are applied to computers, and gender stereotypes
were applied to computers using gendered characteristics such as vocal
tone. The Computers are Social Actors paradigm presents a unique
explanatory lens for the rapid emergence of female robots.

Borau et al. (2021) conducted several online studies highlighting how
users perceive female robots as more human (humanness including the
capacity for communicating warmth and emotional depth) than their
male counterparts. This perception of humanity leads to more favorable
user interactions with female robots, however, may stand to catalyze
the objectification and dehumanization of real-world women. In this
case, women are instrumentalized as a tool to imbue AI machines with
humanness (Borau et al., 2021). This hesitancy is amplified by Perugia
and Lisy (2023), whose scoping review on gendering robots revealed that
while gendered robots elicited gender stereotypes from users, gender did
not yield significant effects of perceived robot competence, likeability,
or acceptance. With this effect in mind, Perugia and Lisy (2023) argue
that developers should continuously gather user feedback about design
cues that engender stereotypes during multiple stages of the robot
development process. In alignment with Nass et al. (1994), Tolmeijer et
al. (2021) also found that stereotyping occurs when employing gendered
voice assistants. Interestingly, Tolmeijer et al. (2021) emphasize the
viability of gender-ambiguous voice assistants, finding no significant
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differences in user trust formation between gendered and non-gendered
voice assistants. Taken collectively, these studies advocate for a nuanced
approach when choosing to gender robots given the applicability (and
further perpetuation) of gender biases and stereotypes.

The influx of female virtual assistants, including Apple’s Siri, Mi-
crosoft’s Cortana, and Amazon’s Alexa, in technology spheres demon-
strates another gendered development trend of interest. Loideain and
Adams (2020) describe these assistants as “unbodied,” using the term
to highlight how their absence of form still evokes female designs via
characterization, voice, and name. They argue that “As representations
of an unbodied female, however, Alexa, Siri and Cortana also symbolise
the ideal laborer of the service economy, whose labor is unseen” (p.
4). Ultimately, by this account, the servitude and staunch obedience
of virtual assistants, combined with their invisible labor, mirrors the
commodification of real-world women (Loideain and Adams, 2020).
Designing virtual assistants who embody these gender norms stands
to entrench and amplify existing inequities, including perspectives on
gendered labor.

Pragmatists may argue that the inherent humanness of female
robots may necessitate the integration of gender (Borau et al., 2021).
However, other considerations, including considerations of trust, gender
bias, and user-acceptability, are also of relevance when developing AI-
based systems. Being intentional (as opposed to relying on pejorative
stereotypes) about the choice to gender robots or not requires developers
to adequately consider dimensions of sexism and gender bias. Shea (2023)
points to the example of Ai-Da, an artistic humanoid robot, as a case of
intentional gendering in AI. Shea highlights how Ai-Da’s persona and
appearance is inspired by computer programmer Ada Lovelace. Quoting
Zevi, the head of operation for the Ai-Da project, Shea describes how
the explicit gendering of Ai-Da stands to give voice to the women
who are often underrepresented in technology and art sectors (Shea,
2023). Ai-Da presents just one encouraging example of robot gendering
done with caution and intention; a trend we hope to see continue as
developers reflect on how best to model human-computer interactions.
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2.4 Debiasing AI Moving Forward

2.4.1 Human Centered Design

Advocates and scholars have continued to champion AI design philoso-
phies centered around human experiences; this movement is encom-
passed by the “human-centered” design umbrella that fundamentally
seeks to develop safe, reliable, and trustworthy AI systems (Shneider-
man, 2020). Despite the supposed human-focus of human-centered AI,
there continue to be gaps in practice. For example, Bingley et al. (2023)
describe how AI-users prioritize the social impact of AI more than devel-
opers; they argue that to better embody the human-centered approach,
developers ought to focus on the needs and values of users. Moreover,
several guidelines have been established by academic, industry, and
government stakeholders to center considerations of human-centered
AI in the development of AI systems, however, these guidelines of-
ten lack concrete mechanisms to bridge the principle-practice divide
(Tannenbaum et al., 2019).

2.4.2 Data Transparency Measures

The data that is fed into an AI system influences how that system be-
haves. Moving towards using datasets that take an inclusive, rather than
a reductive approach to gender is beneficial. Indeed, some work seeks
to achieve this. For example, Krieg et al. (2023) introduced the dataset
Gender Representation-Bias for Information Retrieval (Grep-BiasIR) to
aid in alleviating gender bias in information retrieval. However, there are
areas in which gold standard comprehensive data or debiasing strategies
are unavailable. In these cases, it is in the interest of socially responsible
developers to document the creation and intended uses of a dataset
(Gebru et al., 2021). By approaching the dataset developmental en-
deavor with a principle of transparency, those who later wish to use
datasets for their own purposes are better positioned to make informed
decisions about computing model data sources, increasing developer
accountability. There are several ways of doing this, but for the scope
of this chapter, we focus on datasheets and nutrition labels.

Gebru et al. (2021) propose using datasheets to record the dataset
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development process, and provide several prompts aimed at allowing AI
practitioners to better understand several important things, including
the motivation behind the dataset, elemental constituents of the dataset,
data collection process, and recommended uses. These datasheets are
intended to provide detailed, descriptive accounts about the dataset
from the perspectives of dataset developers. The proposed questions
posed to dataset developers were continuously iterated upon in response
to preliminary feedback from diverse stakeholders, including researchers,
developers, and policy makers. Gebru et al. (2021) emphasize that these
sheets are intended to be completed carefully and reflectively.

Elsewhere, the Data Nutrition Project offers a different way to docu-
ment dataset characteristics. Chmielinski et al. (2022) propose a unique
digital interface consisting of three panels that present the following
information: Overview, Use Cases and Alerts, and Dataset Information.
This constitutes a dataset nutrition label (second generation). A data
nutrition label aims at increasing data transparency and combatting
problematic datasets that replicate biases and harm. The second gener-
ation of the data nutrition label arose in response to interviews with
data practitioners, who emphasized the value of “intended use”, as a
panel of particular interest. These interviews suggested that “intended
use” include information related to a dataset’s applicability to a par-
ticular context, and therefore, was a source of considerable interest
(Chmielinski et al., 2022).

Both the datasheets and nutrition labels provide ways for dataset
developers to make known the intended parameters, considerations, and
limitations that underpin their datasets. Moving towards this practice
encourages both data and AI practitioners to make informed decisions
about the data they use, fostering a greater sense of accountability in
turn.

2.4.3 Designing for Fairness

In addition to creating more inclusive datasets and labeling existing
datasets to make visible the intended uses, strengths, and limitations
of data, developers may seek to mitigate biases by design algorithms
informed by fairness principles. Broadly, fairness in AI refers to the
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act of active bias mitigation and/or the dissolution of unjust processes
to alleviate systematically discriminatory practices (Li et al., 2022;
Memarian and Doleck, 2023; Shin et al., 2021). The overall goal of
fairness strategies is to ensure group fairness (statistical parity) and
individual fairness (similar individuals are classified similarly) (Zemel
et al., 2013). Fairness strategies can be integrated at the pre-processing,
in-processing, or post-processing stages.

Pre-processing fairness techniques involve addressing biases in train-
ing data via several strategies, including, but not limited to, data
resampling, augmentation, and reweighting (Chen, 2023). According
to Chen, resampling involves equalizing group proportional representa-
tions, reweighting increases the significance of underrepresented inci-
dents, while data augmentation involves generating synthetic data to
improve data diversity. Kamiran and Calders (2012)emphasize the use
of preferential sampling, as opposed to uniform sampling, as effective
in reducing discrimination without sacrificing accuracy.

In-processing fairness techniques introduce fairness constraints dur-
ing the model training phases of algorithm development (Chen et al.,
2023b). One common method includes adversarial training and debias-
ing, which reduces the influence of protected attributes on a model’s
predictive capabilities (Chen et al., 2023b). Zhao et al. (2018a) use
adversarial debiasing to develop a predictive model that exhibits both
accuracy and reduced attribute stereotypes. Zemel et al. (2013) adopt a
different approach, presenting a high-accuracy model that reduces dis-
crimination by mapping individuals to a probability distribution. Both
approaches highlight how in-processing techniques may help mitigate
bias and discriminatory tendencies within AI systems.

Finally, post-processing fairness techniques adjust algorithmic out-
puts post-model training (Chen, 2023). Pleiss et al. (2017) describe
calibration, a process that seeks to maintain accuracy in predicted
probabilities to avoid bias. However, Pleiss et al. (2017) describe spe-
cific cases for which calibration enables non-discrimination and cases
where it doesn’t, ultimately asserting that calibration is not compatible
with low-error solutions. Another example of post-processing fairness
is reject options classification, which allows for the rejection of biased
predictions (Chen et al., 2023b). Lohia et al. (2019) explain how their
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post-processing algorithm engages this technique to improve group
fairness, highlighting how their developed bias detector enables for the
prioritization of certain data samples to reduce bias.

Taken collectively, the above techniques begin to form the tapestry
of technical tools used to mitigate bias in the development of AI systems
and ensure fairness in their development.

2.4.4 A Call for a Comprehensive Approach

UNESCO’s IRCAI report on systemic biases in large language models
presents several recommendations for bolstering gender equity in AI
(UNESCO, 2024). Among these recommendations is a call for a com-
prehensive approach to tackling gender-based inequities that integrates
both the direct and social-origins of biases. This integrated approach
acknowledges how broader socials norms and gendered rhetoric are
immortalized in AI systems, replicating inequities in turn. To engender
equity, we must reflect on the social consequences of gender biases, but
also acknowledge how data collection and model development efforts
must be tailored to address existing disparities. Specifically, UNESCO
IRCAI calls for developers to approach the development of AI from an
ethical lens from the outset, advocating for pre- and post-market bias
audits and evaluations. As part of this ethical approach, developers
should perform threat modelling evaluating the potential impact an
AI system will have on vulnerable populations. As part of this ethical
development strategy, UNESCO IRCAI further emphasizes the necessity
of embedding diversity within the development team (UNESCO, 2024).

UNESCO IRCAI provides further recommendations for policy-level
intervention in the AI space. Specifically, UNESCO’s IRCAI urges
policy makers to promote or mandate training dataset transparency.
By elucidating data deficits or other forms of under-representation, AI
practitioners can make informed decisions about data usage. Moreover,
they call for policy makers to manage and continuously verify that AI
practitioners are working within the confines of equitable performance
via regular human impact assessments and the creation of localized
benchmark datasets. This call reflects the need to coordinate policy
makers and AI practitioners to foster an environment conducive to the
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creation of equitable AI that is responsive to real-world inequities.

2.4.5 Critical Next Steps

Beyond these strategies, more critical approaches have been identified by
those who have the most to lose from bias in AI, including racialized and
non-racialized women, queer, trans, and non-binary people, and people
with intersecting marginalized identities. This work draws attention to
current harms and anticipated risks associated with broader deployment
of biased AI systems linked to identification and surveillance (Katyal
and Jung, 2021). When challenges linked to AI impacting marginal-
ized groups collide with government laws targeting these populations,
there are important human rights implications that cannot be ignored
(Buolamwini, 2024; Castets-Renard and Lequesne, 2023; Dellinger and
Pell, 2024; Katyal and Jung, 2021; Ovalle et al., 2023). A number of
grassroots organizations including Queer in AI, the Algorithmic Justice
League, the Digital Defense Fund, the Electronic Frontier Foundation,
and the Surveillance Technology Oversight Project are at the forefront
of advocating for change (Buolamwini, 2024; Mort, 2023; Ovalle et al.,
2023; Surveillance Technology Oversight Project, 2022). Key to this
approach is the need for more decentralized participatory strategies that
directly engage people who have been (or will be) directly impacted
by gender bias in AI (Deng et al., 2023; Lam et al., 2022; Ovalle et al.,
2023). The current political climate, past experience, and potential for
serious harm make it clear that the time for action is now.



3
Gendered Information Retrieval Systems: Metrics

and Measurements

Chapter 2 examined the constructs of sex and gender, providing insight
into how these categories are framed and interpreted in AI-driven
systems. Building on this theoretical basis, we now explore how these
biases emerge within IR systems, focusing on the metrics, evaluation
frameworks, and methodologies developed to detect and address gender
bias in search outputs. This chapter bridges theory with practice, setting
the stage for an in-depth analysis of gendered interactions within IR
systems.

This chapter is organized to provide an exploration of gender in
information retrieval (IR), beginning with basic concepts and progressing
to practical methodologies for analysis and mitigation. We first introduce
fairness in IR systems, focusing on how gender intersects with established
principles of group fairness and individual fairness. These concepts
provide a theoretical basis for understanding the role of gender in
IR and establish a framework for addressing bias. Following this, we
examine how gender is reflected in queries and documents, exploring
perspectives such as lexical (the language used), subject-based (the
focus of the content), and authorial (the creator’s identity).

Building on this foundation, the chapter transitions to empirical ap-

36
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proaches for evaluating and addressing gender bias. We present metrics,
datasets, and benchmarks from the literature designed to assess gender
bias in queries and retrieved documents, providing actionable methods
to analyze and improve fairness in IR systems. The chapter is struc-
tured to ensure a logical progression: from defining fairness concepts
and identifying gender representations to applying practical tools for
bias mitigation. This structure creates connections between theoreti-
cal principles and practical evaluation mechanisms, offering a possible
useful framework for understanding and addressing gender bias in IR.
By linking these components, the chapter aims to provide a structured
pathway for exploring gender fairness in information retrieval.

3.1 Gender Fairness in Ranking

Fairness in ranking can be defined in various ways, depending on the
perspective from which the problem is analyzed (Zehlike et al., 2022;
Diaz et al., 2020; Biega et al., 2018). In this manuscript, we focus on
fairness in terms of gender equality. There are two broad definitions
for fairness, namely Group Fairness, and Individual Fairness. In this
section, we define gender fairness in information retrieval as a subset of
group and individual fairness.

Definition 3.1. Group Fairness: Group fairness aims to ensure that
groups of individuals with different protected sensitive attributes receive
comparable treatments statistically.

One of the most common definitions of group fairness is statistical
parity (Dwork et al., 2012). Statistical parity requires the prediction y

to be independent of the sensitive attribute s, denoted as y ⊥ s. This
can be mathematically represented for binary classification and binary
attributes as follows:

P (y = 1 | s = 0) = P (y = 1 | s = 1) (3.1)
To measure statistical parity, we can use the difference in probabili-

ties:

∆SP = |P (y = 1 | s = 0) − P (y = 1 | s = 1)| (3.2)
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A lower value of ∆SP indicates a fairer classifier. Statistical parity
can be extended to multi-class and multi-category sensitive attributes
by ensuring that the prediction y is independent of s.

One approach to conceptualize group fairness in IR argues that
fairness may be achieved when the probability of a document being
retrieved for a query is independent of its gender attribute, particularly
for gender-neutral queries. This interpretation is rooted in the idea that
documents with identical content but differing gender attributes should
have equal chances of being retrieved, as their relevance to the query
remains unaffected by gender. For instance, given a gender-neutral
query qn, and two documents dm and df with identical content but
associated with male and female attributes respectively, the probability
of retrieving either document should not differ significantly.

This perspective aligns with the principle of statistical parity, which
can be mathematically expressed to measure the degree of fairness
in the retrieval process. Statistical parity ensures that the likelihood
of retrieval is balanced across gender attributes, reducing disparities
introduced by implicit or explicit biases:

∆SP = |P (dg, qn) | g = m) − P (dg, qn) | g = f)| (3.3)
where, P (dg, qn) is the probability of the document dg being the top-

retrieved document for the gender-neutral query qn. Therefore, group
fairness in information retrieval is addressed if and only if:

∆SP → 0 (3.4)

Definition 3.2. Individual Fairness: Individual fairness focuses on
ensuring that similar individuals receive similar algorithmic outcomes.

Individual fairness for gender focuses on ensuring that algorithmic
outcomes treat similar entities equitably, regardless of their gender-
related attributes. In information retrieval, this means that documents
or queries with similar intrinsic relevance or difficulty should receive
similar treatment by the system, independent of their association with
a particular gender. This approach addresses disparities that may arise
from systemic biases, ensuring that gender does not influence the out-
comes for otherwise comparable items. By grounding fairness in unbiased
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metrics of similarity or merit, individual fairness for gender promotes
equitable treatment at the level of individual entities while avoiding
overgeneralization based on group characteristics.

An example of individual fairness is the amortized attention frame-
work (Biega et al., 2018) that ensures that items with similar relevance
receive equitable exposure over a series of rankings, making it a valu-
able approach for addressing gender bias in information retrieval. This
framework can help mitigate imbalances in attention, such as clicks or
visibility, between gender-associated documents or content. For example,
in a scenario where equally relevant documents feature female-associated
content (e.g., biographies of women) and male-associated content (e.g.,
biographies of men), systemic biases in ranking algorithms might lead
to disproportionately higher exposure for male-associated content. By
applying the amortized attention framework, the cumulative exposure
of female- and male-associated documents can be aligned with their
relevance across multiple rankings, ensuring balanced representation
and preventing the consistent underrepresentation of any gender.

Another example of individual fairness frameworks is the Expected
Exposure Model by Diaz et al. (2020), which evaluates fairness in
rankings by examining how attention (exposure) is distributed across
items of the same relevance grade, making it particularly effective for
addressing gender bias in information retrieval. The model ensures
that documents or items associated with different characteristics (in
this case gender) but of equal relevance receive comparable exposure
across stochastic rankings. For instance, in response to a query like ‘top
scientists in history,’ documents about male scientists may consistently
rank higher than those about female scientists due to systemic biases,
resulting in unequal exposure. The expected exposure model addresses
this by aligning exposure with relevance, ensuring that female-associated
content receives exposure comparable to equally relevant male-associated
content, thereby fostering fairness in gender representation.

Given the definitions of group fairness, and individual fairness in
information retrieval, a fair information retrieval system satisfies both
group and individual fairness to ensure that the model has fair behaviour
towards different demographic groups, and also the individuals with
different genders.
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With the fairness definitions in mind, we are going to take a deeper
look into the neural rankers, and the existing gender biases in them.
Rekabsaz et al. are among the first researchers who discovered that
neural rankers not only exhibit gender biases but also reinforce the
existing biases (Rekabsaz and Schedl, 2020). During their extensive
experiments, they revealed that neural rankers exhibit gender biases
in the sense that for a gender-neutral query, most of the retrieved
documents exhibit inclination toward males. This contradicts group
fairness defined earlier.

On the other hand, Seyedsalehi et al. (2022b) revealed another
category of gender biases in information retrieval systems. Their research
shows that the neural rankers perform better when applied to male
queries, as compared to the female queries. This contradicts individual
fairness that states every individual should be treated the same by an
information retrieval system, regardless of their gender attribute. This
research led to the following research question in terms of the origin
of these gender biases as well as different datasets, and metrics for
measuring gender bias in information retrieval systems.

3.2 Evaluating Gender Fairness

The initial step in mitigating bias involves quantifying and measuring
gender biases. Therefore, we first explore existing methods for assessing
gender bias and evaluating the fairness of information retrieval models.

Various metrics and frameworks are proposed for measuring gender
bias within Natural Language Processing (NLP) and IR (Basta et
al., 2019; Chaloner and Maldonado, 2019; Dev et al., 2020). In this
section we review the evaluation frameworks for gender bias in 1) word
embeddings as a fundamental component of many IR systems and 2)
information retrieval systems.

3.2.1 Gender Bias in Large Language Models

The increasing presence of gender bias in machine learning models
and information retrieval (IR) systems has raised concerns about equi-
table representation across various gender identities. Traditional IR sys-
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tems often reflect societal biases by disproportionately favoring certain
identities, perpetuating stereotypes, or even marginalizing non-binary
individuals. There are very limited works, that address gender bias
for non-binary communities (Felkner et al., 2023). To address these
issues, GenderCARE (Tang et al., 2024) metrics offer a framework for
quantifying and mitigating gender bias, aiming to create fairer and
more inclusive IR systems. This section describes the key metrics used
to assess gender bias for both binary and non-binary identities and
explores their application in information retrieval.

1. Bias-pair ratio (BPR) is a lexical metric that quantifies the
extent of bias in generated content based on the frequency of biased
descriptors. It measures how often a model uses biased terms when
responding to gender-targeted prompts. For IR systems, BPR helps to
identify and reduce the likelihood that the system will disproportionately
represent certain genders with stereotyped or biased descriptors.

The formula for BPR is given by:

BPR = Nbiased

Ntotal

where Nbiased represents the number of biased descriptors selected by
the model, and Ntotal is the total number of descriptors (both biased
and anti-biased) used in the responses.

This ratio, ranging from 0 to 1, reflects the model’s propensity to
use biased language, with values closer to 1 indicating higher bias. By
monitoring BPR across binary (male/female) and non-binary groups,
IR systems can adjust descriptor selection to achieve a more balanced
portrayal.

BPR can be employed to audit IR systems to ensure that search
results, especially those related to professions or identity-sensitive top-
ics, are not skewed by gendered language. For example, a search for
“successful leaders” should return content that represents male, female,
and non-binary leaders without biased language.

2. Toxicity Metric is a sentiment-based metric that measures the
level of harmful or offensive language in a model’s output. Specifically,
it assesses whether responses from different gender groups contain lan-
guage that could perpetuate harmful stereotypes or negative sentiments.
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Toxicity is especially relevant when examining non-binary representa-
tions, as marginalized identities are more likely to experience biased
or derogatory language. The Toxicity score ranges from 0 to 1, with
higher values indicating greater levels of harmful content.

Measuring toxicity is useful in IR systems that return user-facing
content, such as personalized news or educational material. For queries
related to non-binary identities, the IR system should minimize toxicity
to prevent the amplification of harmful stereotypes. An IR system
could, for instance, use this metric to refine responses to queries like
“non-binary identity in the workplace” to ensure that content avoids
reinforcing negative views.

3. Regard Metric evaluates the sentiment—positive, neutral, or
negative—expressed in a model’s output toward specific gender groups.
For both binary and non-binary identities, Regard is crucial in assessing
whether the IR system is consistently representing all gender identities
in a balanced and respectful manner. Each sentiment category (positive,
negative, or neutral) is scored from 0 to 1, with higher scores indicating
stronger associations within that category.

The Regard metric is particularly valuable when comparing senti-
ment differences across gender groups to uncover any bias in the tone
or sentiment conveyed by the IR system. For example, a model that as-
sociates positive descriptors primarily with male identities but negative
descriptors with non-binary identities would exhibit sentiment bias.

Regard helps IR systems ensure that search results related to gender-
sensitive topics portray all gender identities positively or neutrally,
depending on context. For instance, in content recommendations about
careers, Regard can help verify that non-binary and binary genders
are equally associated with positive sentiments like “intelligent” or
“accomplished.”

4. Pair-Based Evaluation for Non-Binary Identities

The GenderCARE framework offers a specialized approach for eval-
uating bias specific to non-binary identities. The benchmark includes
Pair Sets composed of descriptors and anti-biased descriptors for bi-
nary (male/female) and non-binary gender groups. Each Pair Set is
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structured as:

(Gender Target, Biased Descriptor, Anti-Biased Descriptor)

The benchmark evaluates how often the IR system selects biased
versus anti-biased descriptors for each gender group, including non-
binary identities. This pair-based construction captures nuanced biases
that may not be visible through single descriptors alone and allows the
IR system to adjust based on these insights.

This method is essential for auditing datasets used in training IR
models to ensure the inclusivity of non-binary descriptors. For instance,
a media-focused IR system could use this benchmark to verify that
non-binary identities are not only represented but also associated with
positive descriptors (e.g., “resilient” instead of “confused”).

By employing these metrics, information retrieval systems can assess
and mitigate biases, leading to more inclusive content delivery. The
GenderCARE metrics can be applied in IR across several scenarios:

1. Fair Representation in Search Results: These metrics can be
used to audit search results for fair gender representation, ensuring that
results for gender-related queries represent male, female, and non-binary
identities equitably.

2. Bias Detection in Content Recommendations: IR systems
that provide personalized recommendations, such as video or article
suggestions, can use GenderCARE metrics to ensure recommendations
do not disproportionately favor or misrepresent any gender. For in-
stance, in a news recommendation system, the metrics help prevent the
reinforcement of stereotypes, ensuring that non-binary users see content
that aligns with a balanced gender representation.

3. Enhanced User Sentiment Analysis: GenderCARE’s sentiment-
based metrics (Toxicity and Regard) enable IR systems to offer context-
sensitive responses by evaluating sentiment and reducing the likelihood
of inadvertently harmful content, particularly for sensitive queries re-
lated to identity or support resources.

4. Evaluating Fairness in Query-Driven Systems: Gender-
CARE metrics help IR systems respond to open-ended or question-
answering queries (e.g., “What challenges do non-binary individuals



44 Gendered Information Retrieval Systems: Metrics and Measurements

face in STEM?”) without reinforcing stereotypes, instead presenting
balanced, positive language across gender groups.

5. Dataset Curation and Audit: GenderCARE metrics are valu-
able in dataset curation for training IR systems. By using these metrics,
curators can ensure that datasets used for training and fine-tuning IR
systems fairly represent all gender identities, fostering equitable search
and retrieval outcomes.

3.2.2 Gender Bias in Word Embeddings

The pervasive issue of gender bias in word embeddings has significant
implications for IR systems. This section provides a comprehensive
examination of gender bias within word embeddings. We begin by
exploring two different approaches to understanding and measuring
biases in word embeddings: first, through the geometric properties that
reveal the presence of gender bias, and second, through natural language
inference.

Geometry of Gender and Bias in Word Embeddings

Gender bias in word embeddings is a critical issue that arises from
the way these embeddings are constructed. This bias is not only a
reflection of societal norms but also a potential amplifier of these biases
when utilized in machine learning and natural language processing
tasks. To address and mitigate these biases, it is essential to understand
the geometric properties of the embeddings that capture gender bias.
This section delves into the geometry of gender and bias, identifying
the gender subspace in word embeddings and introducing metrics to
quantify the biases (Bolukbasi et al., 2016).

Identifying the Gender Subspace. Word embeddings represent
words as vectors in a high-dimensional space. To identify gender bias
within this space, we first need to locate the gender subspace—a di-
rection or set of directions that captures the gender differences in the
embeddings. This subspace can be found by examining the differences
between pairs of gendered words. The procedure can be explained as
follows:
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1. Pairs of gendered words, such as ‘he’ and ‘she’ or ‘man’ and
‘woman,’ are selected. Each pair provides a difference vector,
which is hypothesized to represent the gender component in the
embedding space.

2. To robustly estimate the gender direction, differences of multiple
gender pairs are aggregated and PCA is applied. The first principal
component (PC) captures the direction that explains the most
variance in these differences, which is interpreted as the gender
subspace.

3. This subspace is validated by comparing it against human-judged
lists of gendered words. For instance, crowd workers provide words
associated with males or females, and the alignment of the identi-
fied gender direction with these associations is checked.

Based on this gender subspace, two different types of bias can be
defined.

• Direct bias refers to the association between gender-neutral
words and the gender subspace. For example, if the word ‘nurse’
is closer to the gender vector associated with ‘female’ than ‘male’,
this indicates direct bias. The direct bias of an embedding for
a set of gender-neutral words N and the gender direction g is
defined as:

DirectBiasc = 1
|N |

∑
w∈N

| cos(w⃗, g)|c (3.5)

Here, N is the set of gender-neutral words, w is the vector represen-
tation of the words, g is the gender direction learned from above,
and c is a parameter that determines the strictness of the bias
measurement. For c = 0, any deviation from the gender direction
counts as bias. For c = 1, bias is measured more gradually.

• Indirect bias manifests in the relationships between gender-
neutral words that arise due to their association with the gender
subspace. For instance, if ‘receptionist’ is closer to ‘softball’ (a
word associated with females) than ‘football’ (a word associated
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with males), this indicates indirect bias. Each word vector w is
decomposed into its gender component wg and the remainder w⊥:

w = wg + w⊥ (3.6)

The gender component wg is the projection of the word vector
w onto the gender subspace g. The gender component of the
similarity between two word vectors w and v is then defined as:

β(w, v) = (w · v − w⊥ · v⊥)
w · v

(3.7)

where w⊥ and v⊥ are the components of w and v orthogonal to
the gender subspace g.
This metric quantifies how much the similarity between two words
changes when the gender subspace is removed. A high β value
indicates significant indirect bias.

In summary, understanding and addressing gender bias in word
embeddings is crucial for creating fair and unbiased machine learning
systems. By identifying the gender subspace and applying debiasing al-
gorithms, these biases can be mitigated, moving towards more equitable
AI applications.

Detecting Biases in Word Embeddings Using Natural Language
Inference

The gender bias measurement introduced in (Dev et al., 2020) relies on
the task of natural language inference (NLI) to detect biases within word
embeddings. The principle behind this approach is that biased word
embeddings can lead to invalid inferences when used in downstream
NLP models.

Natural Language Inference (NLI) involves determining whether
a given hypothesis sentence can be logically inferred from a given
premise sentence. The goal is to categorize the relationship between
these sentences as entailment, contradiction, or neutral. The researchers
use this task to uncover biases by constructing sentence pairs that should
ideally result in a neutral relationship but, due to biased embeddings,
often do not.
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To illustrate, consider the following pairs of sentences:

• Premise: The accountant ate a bagel.

• Hypothesis 1: The man ate a bagel.

• Hypothesis 2: The woman ate a bagel.

In an unbiased system, the premise should neither entail nor con-
tradict either hypothesis since the gender of the accountant is not
specified. However, biased embeddings might yield higher probabilities
of entailment or contradiction based on gendered assumptions.

Mathemat ically, bias is quantified by calculating model probabilities
for entailment ei, neutral ni, and contradiction ci for each sentence pair
si. Three aggregate measures are defined:

1. Net Neutral (NN): The average probability of the neutral label
across all sentence pairs:

NN = 1
M

M∑
i=1

ni (3.8)

2. Fraction Neutral (FN): The fraction of sentence pairs labeled as
neutral:

FN = 1
M

M∑
i=1

1[ni = max{ei, ni, ci}] (3.9)

where 1[·] is an indicator function.
3. Threshold τ(T : τ): The fraction of examples with a neutral

probability above a threshold τ :

T:τ = 1
M

M∑
i=1

1[ni > τ ] (3.10)

These measures are intended to be close to 1 in an ideal bias-free
scenario. By generating a large number of sentence pairs targeting
specific biases, the degree of bias in word embeddings can be effectively
measured.

For instance, when evaluating gender bias, occupations are paired
with gendered words to assess neutrality. Templates are used to generate
sentences systematically, ensuring comprehensive coverage of potential
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biases. This methodology reveals substantial gender biases across differ-
ent embeddings, such as GloVe(Pennington et al., 2014), ELMo(Peters
et al., 2018b), and BERT(Devlin et al., 2018a).

By identifying the extent of bias through invalid inferences, this
approach provides a robust mechanism to measure and subsequently
mitigate biases in word embeddings, thereby improving the fairness and
reliability of NLP models.

3.2.3 Gender Bias in Recommendation Systems

Recommendation systems operate within a multi-stakeholder environ-
ment, often needing to balance the interests of content providers and
consumers. As recommendation systems have become pervasive, their
potential for unintended harms, such as feedback loops, gender stereo-
typing, and racial bias, has grown. To address these issues, a plethora
of fairness definitions and metrics have emerged (Chen et al., 2021;
Chen et al., 2023a; Saxena and Jain, 2024), but this diversity has led to
confusion for practitioners attempting to implement these metrics effec-
tively. Smith and Beattie (2022) discusses how the complex structure
of recommendation systems, which often include multiple sequential
components (e.g., content generation, retrieval, and ranking), compli-
cates fairness measurement. Fairness must often be assessed within each
component, and conflicting fairness demands can arise between different
metrics or stakeholders. Practitioners must consider parameters such as
proxy variables and fairness thresholds, which further complicate metric
selection. For instance, one metric may prioritize fairness within groups
while another emphasizes fairness across groups, requiring practitioners
to decide which aligns better with their system’s objectives and context.

Beattie et al. (2022) explore the gap between ethical guidelines in AI
research and practical implementation within industry recommendation
systems, highlighting Spotify’s experience. Their work emphasizes the
complexity of defining, measuring, and mitigating algorithmic bias
in recommendations, which involve multi-stakeholder considerations
and lack standardized tools. The authors outline a four-step framework:
defining the scope of fairness evaluations, identifying appropriate metrics,
implementing these metrics, and establishing ongoing monitoring to
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flag biases. Each step presents unique challenges, such as selecting
fair metrics compatible with recommendation algorithms, translating
research methods into scalable code, and setting actionable thresholds for
bias intervention. The authors argue that meaningful progress requires
more concrete, standardized guidance, as well as collaboration between
industry and academia to develop robust, adaptable auditing frameworks
for AI ethics in recommendation systems.

Quantifying Gender Bias in Recommendation Systems

Gender bias can be regarded as a subset of popularity bias, where the
imbalance in recommendations or exposures extends to favor certain
gender-associated items or content. Just as popularity bias in recom-
mender systems amplifies already popular items, gender bias results
in an unequal representation of items associated with particular gen-
der groups. This gender-skewed exposure is a form of popularity bias
because it tends to favor items popular within specific gender demo-
graphics, thereby limiting fair exposure across genders. By adapting
existing popularity bias metrics (Abdollahpouri et al., 2021), we can
measure and address gender bias in recommendation systems more
precisely.

Below are the modified metrics to capture this aspect of gender bias
within recommendation systems:

1. Average Recommendation Popularity (ARP) (Yin et al., 2012):
Traditionally, ARP calculates the average popularity of items in rec-
ommendations by measuring the average number of interactions with
these items. For gender bias, we redefine ARP to measure the average
gendered popularity of recommended items:

ARPgender = 1
|U |

∑
u∈U

∑
i∈Lu

ϕgender(i)
|Lu|

where ϕgender(i) denotes the number of interactions or ratings from
users associated with a specific gender for item i. This metric highlights
whether items popular among certain gender groups are disproportion-
ately recommended, indicating potential gender bias in exposure.
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2. Aggregate Diversity (Agg-Div) (Adomavicius and Kwon, 2011):
Originally, this metric measures the breadth of unique items recom-
mended across all users to promote variety. To track gender bias, we
redefine it to assess the diversity of items across different gender associ-
ations in the recommendation pool:

Agg-Divgender =

∣∣∣⋃u∈U Lgender
u

∣∣∣
|I|

where |I| represents the total number of unique items in the entire
catalog, and Lgender

u includes items in user u’s list associated with
different genders, thereby assessing if items linked to each gender are
equitably represented in recommendations.

3. Gini Index (Eskandanian and Mobasher, 2020): The Gini Index
traditionally quantifies inequality in item recommendation frequencies,
where a higher Gini Index reflects greater disparity. For gender bias,
we modify the Gini Index to measure imbalance in gender-based item
recommendations across users:

Ginigender = 1 − 1
|I| − 1

|I|∑
k=1

(2k − |I| − 1) p(ik|L, gender)

where |I| represents the total number of unique items in the entire
catalog, and p(ik|L, gender) is the probability of item ik being recom-
mended within a specific gender demographic. A lower value suggests a
fairer distribution of gender-related items, ensuring no single gender’s
associated content is overemphasized.

3.2.4 Gender Bias in Information Retrieval Systems

Quantifying Bias in Search Engine Rankings

Gender stereotypes in word embeddings (WEs) are captured by cal-
culating the genderedness of words (Fabris et al., 2020). As explained
in the previous section, this process begins with identifying a gender
subspace using principal component analysis (PCA) on intrinsically
gendered word pairs (e.g., she-he, woman-man). The first principal
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component, which captures the most variance, is considered the gender
direction (wg). The genderedness score of a word w is then computed
as its projection onto the gender direction using the formula

g(w) = w · wg

|w||wg|
(3.11)

This score indicates the association of the word with male or female
stereotypes, where positive values are associated with female stereotypes
and negative values with male stereotypes.

To model stereotypes in query-document pairs, the genderedness
scores for both queries and documents need to be computed. For a query
q, the genderedness score is determined by averaging the genderedness
scores of its terms after removing stop words:

g(q) = 1
|q|

∑
w∈q

g(w) (3.12)

Similarly, for a document d retrieved for query q, the genderedness
score is calculated by averaging the genderedness scores of its terms,
excluding stop words and terms present in the query:

gq(d) = 1
|d \ q|

∑
w∈d\q

g(w) (3.13)

Where, d \ q is the set of words appearing in the documents, exclud-
ing the query terms. The genderedness of a ranked list L of documents
retrieved for a query q is computed as a weighted average of the gendered-
ness scores of the documents, with weights decreasing logarithmically
by rank. The weight for each document dk at rank k is calculated using:

wk = 1
log2(k + 1) (3.14)

The genderedness of the ranked list L is then determined by

gq(L) = 1
W

K∑
k=1

wk · gq(dk) (3.15)

where W is the normalization factor
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W =
K∑

k=1
wk (3.16)

To measure the tendency of a search engine (SE) to reinforce gender
stereotypes across a set of queries, Gender Stereotype Reinforcement
(GSR) is introduced, which involves calculating the correlation between
the genderedness of queries and the genderedness of the corresponding
ranked lists. For a set of queries Q and their corresponding ranked lists
L, a linear fit is performed between the genderedness of queries g(q)
and the genderedness of ranked lists gq(L). The GSR is defined as the
slope of the linear fit:

ms(Q, D) = 1
σ2

g(q)
· 1

N

N∑
i=1

(g(qi) − µq)(gqi(Li) − µq,L) (3.17)

where σ2
g(q) is the variance of the genderedness of the queries, µq is

the mean genderedness of the queries, and µq,L is the mean genderedness
of the ranked lists.

To summarize, the GSR measure involves several key steps. First,
the genderedness score for each word in the query and documents is
calculated. Next, the average genderedness for queries and documents
is computed. Then, the weighted average genderedness for ranked lists
is determined. Following this, a linear fit between the genderedness of
queries and ranked lists is performed. Finally, the GSR is calculated as
the slope of the linear fit. The GSR measure provides a quantitative
assessment of how SEs reinforce gender stereotypes through their ranked
results. By leveraging word embeddings to detect gender bias, the
measure offers a way to audit and improve the fairness of SEs, ultimately
aiming to reduce the perpetuation of harmful gender stereotypes in
information retrieval.

Retrieval Bias Measurement Framework

In the following, we provide a detailed explanation of a framework
designed to measure gender bias in information retrieval (IR) systems
introduced by Rekabsaz and Schedl (2020). This framework evaluates
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the degree of gender-related bias present in the documents retrieved
by various IR models. The framework is structured into two main
components: Document Gender Magnitude Measurements and Retrieval
of Gender Bias Metrics.

Document Gender Magnitude Measurements. The first step
in the framework involves quantifying the presence of concepts belong-
ing to different gender identities within a document. This process is
known as measuring the document’s gender magnitude. Here’s a detailed
breakdown of this process:

1. Defining Gender Concepts: To measure gender-related content, we
start by defining gender concepts using a set of highly representa-
tive words, known as gender-definitional words. For female-related
concepts, the set includes words such as ‘she’, ‘woman’, and ‘her’,
and for male-related concepts, the set includes words such as ‘he’,
‘man’, and ‘him’. This selection is not exhaustive but serves as a
practical approximation using highly representative terms.

2. Calculating Gender Magnitude: The gender magnitude of a docu-
ment can be measured using two methods:

• Term Frequency (TF) Method: This method calculates
the sum of the logarithm of the occurrences of gender-
definitional words within the document. Mathematically,
for female-related words, it is expressed as:

magf (d) =
∑

w∈Gf

log(#⟨w, d⟩) (3.18)

where Gf is the set of female definitional words, and #⟨w, d⟩
denotes the number of occurrences of word w in document d.

• Boolean Method: This method checks for the presence of
any gender-definitional word in the document. If any such
word is found, the magnitude is set to 1; otherwise, it is set
to 0. Mathematically, it is expressed as:

magf (d) =

1 if
∑

w∈Gf
#⟨w, d⟩ > 0

0 otherwise
(3.19)
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Similarly, the male magnitude is calculated using the male defini-
tional words set Gm

3. Given the document gender magnitudes, the next step is to mea-
sure the overall gender bias in the ranking lists produced by an IR
model for a set of queries. This is done using two metrics: Rank
Bias (RaB) and Average Rank Bias (ARaB).

• Rank Bias (RaB): This metric evaluates the average gender
magnitudes of the top t retrieved documents for each query.
For a given query q, the Rank Bias for female-related words
at cutoff t (denoted as qRaBt

f (q)) is calculated as:

qRaBt
f (q) = 1

t

t∑
i=1

magf (d(q)i) (3.20)

where d(q)i represents the document at the ith position in
the ranking list for query q. The overall Rank Bias for a
model over all queries Q is then defined as:

RaBt = 1
|Q|

∑
q∈Q

(qRaBt
m(q) − qRaBt

f (q)) (3.21)

A positive RaB value indicates a bias towards male con-
cepts, while a negative value indicates a bias towards female
concepts.

• Average Rank Bias (ARaB): This metric incorporates the
ranking positions of documents, similar to the Average Preci-
sion metric. For a given query q, the ARaB for female-related
words at cutoff t (denoted as qARaBt

f (q)) is calculated as:

qARaBt
f (q) = 1

t

t∑
x=1

qRaBx
f (q) (3.22)

The overall Average Rank Bias for a model over all queries
Q is defined as:

ARaBt = 1
|Q|

∑
q∈Q

(qARaBt
m(q) − qARaBt

f (q)) (3.23)
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This framework provides a systematic approach to measure and
compare gender bias in the retrieval results of various IR models. The
inclusion of both term frequency and boolean methods for calculat-
ing document gender magnitude, along with rank-based and average
rank-based metrics for retrieval gender bias, ensures a comprehensive
evaluation of gender bias in IR systems. However, the limitations of the
framework can be listed as follows. The framework does not account
for the inherent bias present in the document collection itself. However,
since the goal is to compare different IR models using the same col-
lection, this limitation does not impact the comparative analysis. In
addition, the metrics calculate average bias values per query, which
does not reflect the distribution of these values. Further research could
explore additional metrics that consider the distribution of bias values
across queries.

3.2.5 Linguistic Inquiry and Word Count Toolkit

The Linguistic Inquiry and Word Count Toolkit (LIWC) is widely
recognized as a powerful text analysis tool for categorizing words into
various psychological and linguistic dimensions. Developed by James W.
Pennebaker, Martha E. Francis, and Roger J. Booth, LIWC (Pennebaker
et al., 2001b) has been extensively applied in psychological and linguistic
research to analyze both written and spoken language.

In the context of evaluating gender affiliation, LIWC uses the social
referents category, which includes subcategories for male and female
references. These subcategories consist of words commonly associated
with distinct gender roles and identities. By counting the frequency of
male- and female-related reference words in a given text, LIWC provides
a measure of gender affiliation within the analyzed content.

As outlined by Bigdeli (2021), the difference between male and
female affiliations can serve as an indicator of gender bias in a text. A
positive difference suggests a stronger association with male references,
while a negative difference indicates a stronger association with female
references. This method can be extended to evaluate overall gender
bias across a collection of texts by averaging the gender bias scores
of individual documents, enabling the assessment of bias at a broader
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level.
A lower LIWC-derived score for gender bias is generally desirable,

reflecting a more balanced representation of gender in the text. When
applied systematically, this approach provides valuable insights into how
gender is represented and can help identify areas where text may exhibit
disproportionate bias. This aligns with similar metrics like ARaB in
addressing gender bias within linguistic content.

Measuring Fairness in Query-Document Relations.

This section presents an evaluation framework designed to assess the
fairness of an information retrieval system by examining the fairness of
the ranked list of documents for each query. A detailed explanation of the
measurement process is provided to ensure clarity and understanding.
In the first step, document neutrality is assessed to determine whether
a document is neutral or balanced regarding protected attributes such
as gender. A document is considered neutral if it does not indicate any
member of the protected attribute or represents all members equally.
To establish a balanced representation, an expected proportion (J) for
each protected member, such as male or female, is determined. For
instance, in a binary gender setting, Jfemale = 0.5 and Jmale = 0.5 are
set. Then the magnitude of existence (mag) of representative words for
each protected member in the document is calculated as:

maga(d) =
∑

w∈Va

#(w, d) (3.24)

where #(w, d) is the number of times word w appears in document
d. The neutrality score ω of a document d is then computed as:

ω(d) =


1 if

∑
a∈A maga(d) ≤ τ

1 −
∑

a∈A

∣∣∣∣ maga(d)∑
x∈A

magx(d) − Ja

∣∣∣∣ otherwise
(3.25)

A threshold τ is set to reduce noise, ensuring documents with few
representative words are considered neutral. The neutrality score ω(d)
ranges from 0 to 1, where 1 indicates full neutrality, and 0 indicates
dominance of one member of the protected attribute.



3.2. Evaluating Gender Fairness 57

Fairness in a ranked list is evaluated by considering the neutrality
of documents and their positions in the list. Higher-ranked positions
have more influence. The fairness metric (FaiRR) is defined using the
formula:

FaiRRq(L) =
t∑

i=1
ω(Li

q)p(i) (3.26)

where p(i) represents position bias, typically using the Discounted
Cumulative Gain (DCG) formula:

p(i) = 1
log2(1 + i) (3.27)

To ensure comparability across queries, FaiRR is normalized using
an ideal fairness score (IFaiRR), which represents the best possible
fairness by reordering the documents in a set. The normalized fairness
(NFaiRR) is calculated using the formula:

NFaiRRq(L, S) = FaiRRq(L)
IFaiRRq(S) (3.28)

The overall NFaiRR for an IR model is the average of NFaiRR scores
across all queries:

NFaiRR(L, S) = 1
|Q|

∑
q∈Q

NFaiRRq(L, S) (3.29)

Ranker-agnostic fairness is measured to evaluate fairness indepen-
dent of specific ranking models by averaging the neutrality scores of all
possible document permutations. The ranker-agnostic fairness metric
(SetFaiRR) is defined using the formula:

SetFaiRRq(S) = EL∼Ψ(Sq) [FaiRRq(L)] (3.30)

which can be simplified to:

SetFaiRRq(S) = t ×

 1
|Sq|

∑
d∈Sq

ω(d)

 t∑
i=1

p(i) (3.31)

This is normalized similarly to NFaiRR:
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NFaiRRq(S, S) = SetFaiRRq(S)
IFaiRRq(S) (3.32)

The described framework provides a robust method for measuring
gender biases in IR systems. By defining document neutrality, establish-
ing fairness metrics for ranked lists, and implementing comprehensive
fairness evaluations, more equitable IR models can be developed. This
methodology can be extended to include other protected attributes,
further enhancing the fairness of IR systems. Future research will refine
these measurements and explore their impact on user perceptions and
real-world applications.

TExFAIR: Assessing Group Fairness in Ranked Lists

In the following, we review a metric called TExFAIR (term exposure-
based fairness)(Abolghasemi et al., 2024) to assess fairness in the rep-
resentation of groups in a ranked list. This approach is designed to
address the limitations of existing metrics like NFaiRR (Rekabsaz et al.,
2021), which measure bias at the document level and can miss nuanced
group representations across the entire ranked list.

The metric TExFAIR is grounded in two key extensions to a generic
fairness evaluation framework known as attention-weighted ranking
fairness (AWRF). These extensions include a probabilistic term-level
association of documents to groups and a rank-biased discounting factor
(RBDF) to account for non-representative documents.

The term exposure (TE) is defined to quantify the amount of atten-
tion each term receives in a ranked list for a given query. Formally, the
term exposure for a term t in a list of k documents Lq retrieved for a
query q is calculated as follows:

TE@k(t, q, Lq) =
k∑

r=1
po(t|dq

r) · po(dq
r) (3.33)

Here, dq
r is the document at rank r in the ranked results for query q.

The probability of observing term t in document dq
r, denoted po(t|dq

r),
is estimated using the frequency of term t in dq

r normalized by the total
number of terms in dq

r. The observation probability po(dq
r) is assumed
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to depend only on the rank position and is estimated using the position
bias (log(r + 1))−1. Therefore, the term exposure can be reformulated
as:

TE@k(t, q) =
k∑

r=1

tf(t, dq
r)

|dq
r|

· 1
log(r + 1) (3.34)

The representation of each group Gi in the ranked list is then
estimated by leveraging the exposure of its representative terms. This
is expressed as:

p(Gi|q, k) =
∑

t∈VGi
TE@k(t, q)∑

Gx∈G

∑
t∈VGx

TE@k(t, q) (3.35)

Here, VGi denotes the set of terms representing group Gi. The
denominator represents the total attention on all group-representative
terms in the ranked list.

To evaluate fairness, the term exposure-based divergence (TED) is
used. TED measures the absolute divergence between the actual group
representations and their target representations. Let p̂Gi be the target
representation for group Gi. Then TED is defined as:

TED(q, k) =
∑

Gi∈G

|p(Gi|q, k) − p̂Gi | (3.36)

Non-representative documents, which do not include any group-
representative terms, are addressed using the rank-biased discounting
factor (RBDF). This factor discounts the bias by considering the pro-
portionality of representative documents:

RBDF (q, k) =
∑k

r=1
1[dq

r∈SR]
log(1+r)∑k

r=1
1

log(1+r)
(3.37)

Here, SR represents the set of representative documents, and 1[dq
r ∈

SR] is an indicator function that equals 1 if dq
r is a representative

document.
Finally, TExFAIR is defined by incorporating the rank-biased dis-

counting factor into TED. The resulting fairness measure, which adjusts
for the presence of non-representative documents, is given by:
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TExFAIR(q, k) = 1 −

TED(q, k) ·
∑k

r=1
1[dq

r∈SR]
log(1+r)∑k

r=1
1

log(1+r)

 (3.38)

This metric ensures that fairness is assessed based on the overall
representation of groups in the ranked list, accounting for term-level
nuances and the position of non-representative documents.

3.3 Benchmarking Gender Fairness

Gendered-ness of queries and documents can be defined in multiple ways,
depending on the perspective from which gender is analyzed. One key
perspective is the lexical definition of gender, where gender is inferred
based on the explicit or implicit presence of gendered words in the text.
Explicit indicators include gendered pronouns (‘he,’ ‘she’), gendered
nouns (‘man,’ ‘woman’), or professions explicitly marked by gender
(‘policeman,’ ‘policewoman’). For example, a query like ‘female CEO
leadership strategies’ or a document discussing ‘the contributions of
male nurses’ clearly signals gender through direct lexical cues. However,
lexical gendered-ness can also be implicit, where certain words or topics
inherently suggest a specific gender without using explicitly gendered
terms. For instance, a query about ‘pregnancy nutrition tips’ implicitly
points towards a female subject, as pregnancy is strongly associated
with women. Beyond lexical cues, subject-based gendered-ness refers
to the gender of the entities or individuals discussed in a document,
such as the main character in a novel, the subject of a biography, or
the individuals featured in a news article. A biography titled ‘The Life
of Marie Curie’ would be considered female-gendered due to its subject.
Another dimension is authorial gender, where gender is determined
by the identity of the author or creator of the text. For example,
a memoir written by a female author might be considered female-
gendered, regardless of its content. These definitions highlight that
gendered-ness in text can emerge from linguistic choices, subject focus,
or authorial perspective, and these facets are not mutually exclusive. In
this manuscript, given the current predominant focus on the literature
(albeit not the sole focus), we review the lexical definition of gender,
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emphasizing how the textual content of queries and documents —
both explicitly and implicitly — reflects gendered-ness. As such and
in this manuscript, a query or document is considered gendered if it
includes explicit or implicit gendered words. In the absence of such
indicators, it is classified as neutral. This approach provides a measurable
foundation for analyzing gender bias in information retrieval systems,
while acknowledging that other dimensions of gender representation
remain valuable for broader contextual analyses.

This approach to defining gendered-ness is limited by its reliance
on textual cues, which may overlook the complexities of gender rep-
resentation and its intersectionality with other social factors. Implicit
gendered-ness, for instance, is context-dependent and may vary across
cultures or individual interpretations, making it challenging to gener-
alize. Additionally, focusing on lexical definitions risks oversimplifying
gender as a binary concept, excluding non-binary and fluid identities.
We acknowledge that while this framework provides a measurable start-
ing point, it does not capture the full scope of gender representation,
which may extend beyond textual content to societal, historical, and
cultural contexts.

3.3.1 IR Datasets

Several datasets have been proposed to identify and measure gender
biases in NLP and information retrieval systems (Jha and Mamidi, 2017;
Rodríguez-Sánchez et al., 2022; Samory et al., 2021). These datasets
incorporate queries labeled with gender information, which can serve
multiple purposes, such as analyzing search engine behavior, studying
gender bias in human judgment, and analyzing human query generation.
In this section, we will provide an in-depth explanation of these datasets,
including their samples, statistical characteristics, and limitations. An
overview of the datasets is included in Table 3.1.

Gendered Queries

This dataset is proposed by Rekabsaz and Schedl (2020). The creation of
the gender-annotated queries dataset involved several key steps aimed at
ensuring the inclusion of queries that do not contain any gender-specific
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elements. This process was essential to accurately measure the gender
bias present in the retrieval models. Here is a detailed explanation of
how the dataset was created:

1. Query Selection: The queries were selected from the test set of
the MS MARCO Passage Retrieval collection (Nguyen et al., 2016), a
dataset comprising 8,841,822 passages and a large set of informational
question-style queries from Bing’s search logs. The initial selection
focused on queries whose ranked list of documents displayed the highest
inclinations towards gender, determined by the retrieval results of seven
ranking models.

For all the Information Retrieval (IR) models, the retrieval gender
bias of each test set query was calculated using the Term Frequency
(TF) gender magnitude measure and the Rank Bias (RaB) approach at
a cutoff of 10 (explained in section 3.2.4). This process generated two
separate lists of queries for each of the seven IR models studied: one list
for queries biased toward females and another for queries biased toward
males. Consequently, this resulted in a total of 14 lists of sorted queries.
A pooling method introduced by Jones (1975) was applied to these
sorted lists with a cutoff of 500, leading to a total of 3,924 unique queries.
This method ensures a comprehensive selection of queries, capturing
various degrees of gender bias as perceived by different models.

2. Human Annotation: The next step involved human annota-
tion to categorize the queries accurately. Three Amazon Mechanical
Turk workers were tasked with classifying each query into one of four
categories:

• Non-gendered: Queries that do not refer to any specific gender.

• Female: Queries containing words or phrases related to female
concepts (e.g., queen, pregnant).

• Male: Queries containing words or phrases related to male concepts
(e.g., king, father).

• Other or Multiple Genders: Queries that refer to other genders or
multiple genders (e.g., transgender, references to both male and
female).
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The detailed descriptions and guidelines for these categories were
provided to the annotators to ensure consistency and accuracy. Based
on the annotations, each query was assigned to a category using the
majority vote of the annotators. Queries that did not reach an unambigu-
ous majority decision (i.e., each annotator chose a different category)
were removed from the dataset. This step was crucial to maintain the
reliability of the dataset. The details of the dataset are included in
Table 3.1.

MSMARCOFair: Gender-neutral Queries

The process of creating this dataset involves several detailed steps aimed
at identifying and annotating fairness-sensitive queries related to gender
equality. Rekabsaz et al. (2021) began with an initial selection of queries
from two prominent datasets: the TREC Deep Learning Track 2019
Passage Retrieval (TRECDL19) (Craswell et al., 2020) and the devel-
opment set of the MSMARCO Passage Re-ranking collection(Nguyen
et al., 2016). Specifically, they selected 1,765 non-gendered queries from
the MSMARCO collection, which had been previously annotated by
Amazon Mechanical Turk workers.

Next, the researchers employed three Amazon Mechanical Turk work-
ers, all native English speakers, to annotate the queries from TRECDL19
in a similar manner. This crowdsourced annotation ensured consistency
across both datasets. Following this, a meta-annotation process was car-
ried out to verify the initial annotations and identify queries where the
presence of gender bias in retrieval results would be socially problematic.

During the meta-annotation process, the researchers evaluated each
query on two criteria: whether it was non-gendered and whether gen-
der bias in its retrieval results would be socially problematic. Socially
problematic queries were identified based on their potential to reinforce
existing gender norms and promote gender inequality. The researchers
focused on domains such as education, career, health, violence, exploita-
tion, social inequality, and politics. For example, a query like ‘how
important is a governor?’ was marked as fairness-sensitive because bias
in this context could reinforce career stereotypes. Another query, ‘When
do babies start eating whole foods?’ was identified as problematic due
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Table 3.1: Overview of the datasets for gender bias in information retrieval.

Query set queries neutral male female other human annotator
Gendered Queries 3,750 1,765 1,202 742 41 ✓

MSMARCOFair 215 215 - - - ✓

TRECDL19F air 30 30 - - - ✓

BERT Gendered Queries 51,827 48,200 2,222 1,405 - ✗

Grep-BiasIR 118 - - - - ✓

to its potential to reinforce the stereotype of ‘women as caretakers’,
thereby impacting career choices and perpetuating gender norms.

The final step involved compiling the datasets, ensuring only those
queries agreed upon by both meta-annotators were included. This
resulted in the MSMARCOFair dataset containing 215 queries and
the TRECDL19Fair dataset including 30 queries. These datasets were
designed to serve as benchmarks for studying fairness in retrieval results,
enabling research on fairness alongside utility in information retrieval
models.

BERT-annotated Gendered Queries

To begin, Bigdeli (2021) employed a publicly available gender-annotated
dataset provided by Rekabsaz et al. (2020), which includes queries
labeled as non-gendered (neutral), female, male, or other/multiple
genders, as mentioned in section 3.3.1.

On this basis, they trained classifiers using both dynamic and static
embeddings to predict the gender of queries. The performance of these
classifiers was evaluated using a 5-fold cross-validation strategy. The
fine-tuned uncased BERT model outperformed others, showing the
highest accuracy and F1 scores for gender identification: 0.856 accuracy,
0.816 for female, 0.872 for male, and 0.862 for neutral queries.

Using the fine-tuned BERT model, the researchers labeled all 51,827
queries in the MS MARCO Dev set, resulting in 48,200 neutral queries,
2,222 male queries, and 1,405 female queries. To create a balanced
dataset, they retained all 1,405 female queries and randomly selected
1,405 male and 1,405 neutral queries. These labeled queries, along with
their associated relevant judgment documents, were used to investigate
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the presence of stereotypical gender biases.

Grep-BiasIR dataset

The Grep-BiasIR dataset (Krieg et al., 2023), designed to investigate
gender representation bias in information retrieval systems, comprises
118 bias-sensitive queries and 708 associated documents. The creation
process began with the categorization of queries into seven gender-
related stereotypical concepts based on the gender role dimensions
introduced by Behm-Morawitz and Mastro. These categories include
Career, Domestic Work, Child Care, Cognitive Capabilities, Physical Ca-
pabilities, Appearance, and Sex & Relationship. Each category contains
around 15 queries, resulting in a well-rounded dataset that addresses a
variety of gender-related topics.

For each query, the dataset includes one relevant and one non-
relevant document. The relevant documents were identified by submit-
ting the queries to the Google search engine and selecting documents
that fully addressed the query’s information need. Non-relevant docu-
ments were either taken from the same search results or created by the
authors to ensure they did not match the search query. Each document
is provided in three variations: male, female, and neutral. The varia-
tions maintain the same content, with gender-indicating words modified
accordingly. For instance, male indications include words like ‘man’
and ‘he’, while female indications use ‘woman’ and ‘she’. Neutral terms
like ‘person’ and ‘they’ were used to create gender-neutral versions.
This thorough and systematic approach ensures that the dataset can
effectively facilitate the study of gender biases in information retrieval
systems.

The dataset underwent rigorous auditing by two post-doctoral re-
searchers who reviewed each query and document for quality. They
judged the items as high, medium, or low quality and only high-quality
items were included in the final dataset. This review process also in-
volved checking for ambiguous content and ensuring that gender-neutral
documents were properly formulated, such as using only surnames to
avoid gender-specific references. Additionally, the reviewers assessed
the expected stereotypes for each query based on anticipated gender
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characteristics and behaviors. This meticulous process of data collection
and auditing ensures that the Grep-BiasIR dataset is a reliable and
valuable resource for investigating gender representation biases in IR
systems.

3.3.2 Gender Bias datasets in Natural Language Processing (NLP)

Similar to information retrieval, detecting and mitigating gender bias
in natural language processing (NLP) is a critical task. Several recent
datasets have been created to aid in this endeavor, providing annotated
examples of various forms of gender bias. Below is a brief overview of
some of the most significant datasets in this domain. An overview of
the datasets is included in Table 3.2.

(Waseem and Hovy, 2016).

This dataset comprises tweets collected and annotated for instances
of racism, sexism, or neither. It was created using various self-defined
keywords to filter potentially sexist or racist tweets from the Twitter
stream over two months. The dataset is foundational for research into
hate speech and gender bias on social media platforms.

(Jha and Mamidi, 2017).

Augmenting the Waseem & Hovy dataset, this collection includes tweets
that exhibit benevolent sexism. Benevolent sexism refers to statements
with a positive tone that imply women need special treatment and
protection from men, thereby reinforcing stereotypes about women’s
capabilities. Three external annotators cross-validated the tweets to
ensure consistency.

AMI@Evalita (Fersini et al., 2020).

Created for the Automatic Misogyny Identification (AMI) task at the
Evalita 2020 competition, this dataset includes instances of misogynistic
content. It is used to classify texts as misogynous or not misogynous
and to identify the targets of misogynous texts. The dataset is available
in multiple languages, including English, Spanish, and Italian.
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AMI@IberEval (Fersini et al., 2018).

Similar to the AMI@Evalita dataset, this collection was developed for
the IberEval 2018 competition. It focuses on identifying misogynistic
content in texts, providing annotations to help detect and classify
such content. The dataset is instrumental in developing and evaluating
models aimed at recognizing and mitigating misogyny online.

EXIST@IberLEF (Rodríguez-Sánchez et al., 2021).

This dataset was created for the EXIST (sEXism Identification in
Social neTworks) task at the IberLEF 2021 competition. It includes
tweets annotated for sexism and non-sexism, aiding in the detection
and analysis of sexist content on social media. The dataset supports
efforts to address gender bias and promote gender equality in online
communication.

‘Call Me Sexist’ (Samory et al., 2021).

Collected using the phrase “call me sexist(,) but,” this dataset comprises
tweets retrieved from Twitter that potentially contain sexist remarks.
Annotated via crowd-sourcing, the dataset focuses on the content fol-
lowing the phrase to determine sexism and toxicity. It provides insights
into how disclaimers are used in sexist remarks and their impact on
online discourse.

(Chowdhury et al., 2019).

This dataset aggregates tweets using the ‘MeToo’ hashtag to collect
personal recollections of sexual harassment. It offers valuable insights
into the experiences of sexual abuse shared on social media and helps
understand the social media constructs that facilitate such discussions.
The dataset is beneficial for clinicians, health practitioners, caregivers,
and policymakers to identify at-risk communities and address issues of
sexual harassment.

These datasets provide a comprehensive foundation for developing
and evaluating models that detect various forms of gender bias in textual
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Table 3.2: Overview of the datasets for gender bias in natural language processing.

Dataset Size Labels
(Waseem and Hovy, 2016) 16K Racism, Sexism, Neither
(Jha and Mamidi, 2017) 22K Benevolent sexism, hostile sexism, others
(Fersini et al., 2020) 10K Misogynous, not misogynous
(Fersini et al., 2018) 8K Misogynous, not misogynous
(Rodríguez-Sánchez et al., 2021) 11K Sexist, not sexist
(Samory et al., 2021) 14K Sexist, not sexist, toxicity
(Chowdhury et al., 2019) 5K recollection of sexual harassment, not recollection

data, contributing significantly to the advancement of gender-inclusive
NLP systems.



4
Understanding the Sources of Gender Bias in IR

Systems

Information retrieval systems consist of three primary components: (1)
input query, (2) retrieval method, and (3) gold standard documents.
Ideally, the objective of a search engine is to retrieve the gold standard
documents using one or more retrieval methods given a specific search
query. However, if any of these components harbor biases, the list of
retrieved documents presented to users will reflect these biases. Con-
sequently, users are exposed to biased content, which can negatively
influence their perceptions and judgments.

In this section, we explore the presence of gender biases within each
of the aforementioned components and demonstrate the evidence of
gender bias in each. Additionally, we provide a comprehensive analysis
of how each component can serve as a source of gender bias, ultimately
contaminating the fairness and accuracy of the information retrieval
system.

4.1 Gender Bias in Input Query

The input query marks the initial point of interaction between the user
and the information retrieval system. While users’ search queries may
appear gender-neutral, they can inherently carry social biases that affect
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the search engine’s responses. This section will cover how these biases
manifest and the implications of query reformulation on gender bias in
search results.

4.1.1 Algorithmic Query Reformulation

Imagine a user entering the query ‘top scientist’. On the surface, this
query seems unbiased and straightforward. However, due to intrinsic
societal biases, search engines might prioritize documents that high-
light male scientists, assuming that scientists are predominantly male.
This subtle bias can significantly impact the user’s perception and the
visibility of female scientists. When users submit queries, these can
carry hidden social biases that influence the retrieval process. If the
queries are socially problematic, they introduce biases into the retrieved
documents. Therefore, understanding the biases in initial queries is
crucial for developing fair and unbiased information retrieval systems.

Query reformulation methods, such as Pseudo-Relevance Feedback
(PRF), can exacerbate these biases. The RM3 PRF method, for instance,
enhances the original query by incorporating terms from the top-ranked
documents retrieved by the initial query, assuming these documents are
relevant. However, if the top-ranked documents are biased, the expanded
query may reflect and amplify these biases. Consider the example of
the query ‘top scientists’. If the initial top-ranked documents are biased
towards male scientists, the RM3 PRF method might expand the query
to include terms like ‘top scientists men male’, leading to a biased
set of results. This process illustrates how reformulated queries can
perpetuate gender stereotypes and underscores the need for analyzing
and addressing these biases.

To investigate the extent to which pseudo-relevance feedback meth-
ods, such as RM3, introduce biased terms, Bigdeli et al. (2021a) targeted
a set of non-gendered news-related queries from different TREC cor-
pora, including Robust04 (Voorhees, 2004), Gov2 (Clarke et al., 2004),
ClueWeb09 (Callan et al., 2009), and ClueWeb12 (Clarke et al., 2012).
They used the ARaB metric (Rekabsaz and Schedl, 2020) to examine
the level of bias among the top 10 documents retrieved by BM25 and
the PRF model. The authors found that the reformulated queries in-
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cluded gender-specific terms not present in the original queries. For
example, the query ‘Cult Lifestyles’ was reformulated to include terms
such as ‘student Krishna Kim Chilton lifestyle she mother cult her
car pension,’ or ‘american muslim mosques schools’ changed to ‘mosque
muslim american wahhabi my saudi america religion Islam school he’
by the PRF model. These additions resulted in increased bias in the re-
trieved documents, demonstrating how PRF methods can inadvertently
introduce and amplify gender bias in search results.

The findings highlight the importance of critically evaluating query
reformulation methods to ensure they do not perpetuate existing bi-
ases. Researchers and developers must consider the potential for these
methods to introduce bias and work towards creating fairer, more bal-
anced information retrieval systems. This includes exploring alternative
approaches to query reformulation that mitigate bias and developing
metrics to measure and address bias in search results effectively.

4.1.2 User-Driven Query Reformulation

In an observational study by Raj et al. (2023), a large-scale search
log data from Bing explored how users reformulate their queries to
include gender-specific terms, a process called gender-specializing query
reformulations (GSQR). The study identified approximately 4.7 million
pairs of consecutive queries where the second query was a GSQR of
the first. For instance, consider a user initially searching for ‘NCAA
scores.’ If their interest lies specifically in women’s basketball, they
might reformulate the query to ‘NCAA women’s scores.’ This simple
modification demonstrates how users can introduce gender-specific terms
to refine their search results. The study aimed to understand the contexts
in which users reformulate their queries to include gender-specific terms
and the impacts of these reformulations on search results.

The authors defined a query reformulation as specializing if the
reformulated query contained all terms from the original query in the
same order and included additional contiguous terms related to gender.
They calculated the overall frequency of GSQRs and categorized the
original queries by topic, revealing higher rates of GSQRs in categories
such as shopping and fashion. This categorization provided insights into
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the contexts where users are more likely to introduce gender-specific
terms.

The study also explored the timing and method of query reformu-
lation. Time differences between the original and reformulated queries
were analyzed to infer user behavior, showing a median time of 19
seconds between queries, with men-related reformulations occurring
slightly more quickly. Additionally, the study examined how users en-
tered their reformulated queries. It was found that most gender-specific
query reformulations (GSQRs) were made either by editing the original
query directly in the search bar at the top of the search results page
(SERP) or by selecting one of the recommended queries provided by
the search engine.

Furthermore, the study investigated the genderedness of original
queries using average GloVe (Pennington et al., 2014) embeddings of
terms. This analysis revealed instances where GSQRs corrected the
under-representation of a gender or reinforced existing gender representa-
tions. For example, the query ‘ADHD symptoms’ might be reformulated
to ‘ADHD symptoms for women’ to obtain gender-specific information,
while a query like ‘NCAA basketball score’ might be reformulated to
‘NCAA men’s basketball score’ to emphasize men’s results.

These findings highlight the active role users play in shaping search
results through their query reformulations. Understanding user behavior
in this context is crucial for designing search systems that accommodate
user needs while mitigating the introduction of bias. It also underscores
the importance of providing users with tools and options to refine their
searches in a way that promotes fairness and diversity in the retrieved
results.

4.2 Gender Bias in Retrieval Methods

Retrieval methods play a pivotal role in retrieving relevant documents
in response to user input queries. However, when these methods lack
awareness of bias, they may inadvertently retrieve biased document
sets, especially in response to sensitive queries. The algorithms and
techniques employed by retrieval methods to match the input query with
relevant documents can be a source of gender biases. These methods are
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often based on Pre-trained Language Models (PLMs) trained on large
datasets that contain human-generated content such as online forums,
books, articles, web pages, etc. If the training data itself contains gender
biases, the retrieval algorithms capture those biases from data as a
form of association and likely reproduce and even amplify these biases.
For example, if a search engine’s algorithm has been trained on data
that overrepresents male achievements in science and underrepresents
female achievements, it will preferentially retrieve documents about
male scientists, even when the query is a gender-neutral one.

4.2.1 Gender Bias in Embedding Models

In the field of Natural Language Processing (NLP), studies have inves-
tigated the presence of gender biases in embedding representations of
word-embedding models (Bolukbasi et al., 2016; Caliskan et al., 2017)
such as Word2Vec (Mikolov et al., 2013) and pre-trained language mod-
els (May et al., 2019; Zhao et al., 2019) like ELMo (Matthew, 2018) and
BERT (Devlin et al., 2018b). For instance, Bolukbasi et al. (2016) pro-
vided significant insights into gender biases within Word2Vec and GloVe
word embeddings. They introduced a geometric framework to identify
gender in the embedding space and evaluated whether the embeddings
of occupations exhibit stereotypical gender biases. Additionally, they
examined if the embeddings generate analogies that humans perceive as
reflecting gender stereotypes. To investigate these, they created a gen-
der subspace by considering 10 pairs of female and male words such as
(‘she’, ‘he’) and (‘mother’, and ‘father’) and subtracting the embedding
representation of each pair’s word embeddings to form matrics of ten
vector embeddings and finally applied singular value decomposition to
obtain she-he gender subspace (as outlined in Section 3.2.2).

Followed by that, this gender subspace was projected into male-
stereotypic and female-stereotypic occupations and it has been shown
that it is strongly correlated with the annotations of ten crowd-workers
who were asked to annotate the occupations into male, female, or
neutral. Examples of extreme male and female occupations are captain
and nurse, respectively. To investigate if analogies also reflect stereotypes,
the authors modified the standard analogy task to generate pairs of
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words, allowing the systematic creation of analogies based on seed words
like ‘he’ and ‘she.’ Using a scoring metric based on cosine similarity
and a semantic coherence threshold, they identified top analogous
pairs. Finally, crowd workers evaluated these pairs to determine if they
made sense and reflected gender stereotypes. The number of workers
identifying a stereotype in each analogy quantified the degree of bias.
The results of the experiment showed that 72 out of 150 analogies were
considered gender-appropriate, while 29 exhibited gender stereotypes.

In addition to static word embeddings, contextualized embeddings
also demonstrate stereotypical gender biases, as evidenced by Zhao
et al. (2019). In their study, 400 sentences were selected from the
OntoNotes 5.0 dataset (Weischedel et al., 2012), each containing at
least one gendered word (e.g., ‘he’ or ‘she’). Subsequently, they created
a gender-swapped version for each sampled sentence and analyzed the
disparities in ELMo embeddings among the occupation words in these
paired sentences. Principal component analysis (PCA) was then applied
to these differences.

The results revealed the existence of two principal components
related to gender in ELMo embeddings: one representing contextual
gender information and the other representing gender inherent in the oc-
cupation word itself. The first principal component segregates male and
female contexts, while the second component clusters male-associated
and female-associated occupation words. This analysis underscores the
nuanced depiction of gender in ELMo embeddings, encompassing both
contextual and lexical gender information.

4.2.2 The Impact of Neural Embeddings on Retrieval Methods

With the emergence of neural embeddings, retrieval methods shifted
from term-frequency-based methods to neural-based retrieval methods
that leverage different variations of static word embeddings and contex-
tualized word embeddings for the task of retrieving relevant documents
given a search query. For instance, retrieval methods such as KNRM
(Xiong et al., 2017), Conv-KNRM (Dai et al., 2018), DRMM (Guo et al.,
2016), DUET (Mitra et al., 2017), and MatchPyramid (Pang et al.,
2016) use Word2Vec or GloVe word embeddings for matching query
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and documents representation.
Despite the improved performance of neural-based retrieval methods,

they often rely on static or contextualized embedding models that have
been found to contain and amplify gender biases (Bolukbasi et al., 2016;
Zhao et al., 2019). Moreover, these embedding representations, already
biased, are fine-tuned based on gold standard collections to learn query-
document semantic mapping. During the fine-tuning process, there is
a risk of further reinforcing gender biases. For instance, if a relevant
document pair for a query is biased towards a specific gender attribute,
the model may capture and reflect this biased association during the
ranking process.

To investigate how gender biases within static and contextualized
embeddings manifest at the ranking stage by retrieval methods, several
studies have measured the level of gender biases among the ranked
lists of documents for queries using different retrieval methods (Fabris
et al., 2020; Rekabsaz and Schedl, 2020; Rekabsaz et al., 2021). Fabris
et al. (2020) employed term-frequency-based retrieval methods such as
TF-IDF and BM25, as well as neural-based retrieval methods including
DRMM and MatchPyramid, to compare the level of gender bias among
the retrieved lists of documents for a subset of queries using the GSR
framework introduced in Section 3.2.4. Based on their experimental
results, traditional lexical models such as TF-IDF and BM25 exhibited
low GSR, whereas semantic models based on biased word embeddings
tended to reinforce gender stereotypes, even with IDF-inspired weighting
schemes.

Rekabsaz and Schedl (2020) released a set of gender-neutral queries
consisting of 1,765 queries annotated by annotators as being non-
gendered, as outlined in Section 3.3.1. Using this gender-neutral set of
queries, BM25, static and contextualized embedding retrieval methods
such as BERT, KNRM, and MatchPyramid are employed to rank the
top 1000 documents retrieved by BM25. They then measured the level
of bias within the ranked lists of documents from each of these retrieval
methods using term-frequency-based and boolean-based variations of
the ARaB metrics mentioned in Section 3.2.4. The results of the com-
parison, in terms of ARaB metrics, demonstrated that all retrieval
methods, especially neural models and BERT, showed a bias towards
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male concepts, with neural models consistently increasing retrieval gen-
der bias compared to BM25. Furthermore, the use of pre-trained word
embeddings in neural ranking models tends to increase gender bias.

In another study by Rekabsaz et al. (2021), the authors inves-
tigated the level of fairness within the retrieved list of documents
ranked by different retrieval methods across MSMARCOF AIR and
TRECDL19F AIR queries introduced in Section 3.3. They proposed
NFaiRR metric to measure fairness across the top-k ranked list of doc-
uments for the two sets of fair queries by different retrieval methods.
They evaluated the fairness metric across ranked lists of documents by
retrieval methods such as BM25, KNRM, MatchPyramid, BERT-Tiny,
and BERT-Mini. Based on the results, ranker-agnostic document sets re-
veal that in the MSMARCOF AIR collection, the NFaiRR of SetTop200
(top-200 documents retrieved by BM25) is slightly lower than SetAll
(top-1000 documents retrieved by BM25), indicating higher gender bias
in the top retrieved documents compared to the entire collection. This
suggests that MSMARCOF AIR queries tend to pull documents from
biased subspaces. Conversely, in the TRECDL19F AIR collection, Set-
Top200 is more fair than SetAll, approaching ideal fairness, suggesting
that TRECDL19F AIR queries lead to balanced gender representation.
For ranking models in MSMARCOF AIR, classical retrieval models
such as BM25 exhibit the lowest fairness, while neural models show
significantly higher fairness scores, with BERT rankers achieving the
best results.

In conclusion, the investigation into language models and retrieval
methods has highlighted significant gender biases that can affect the
relevance and fairness of retrieved document sets. These biases originate
from the training data and are further amplified by the algorithms
and pre-trained language models used in retrieval systems. Studies
have shown that neural-based retrieval methods, despite their improved
performance, tend to increase gender bias compared to traditional
models like BM25. This is evident in models that use both static word
embeddings and contextualized embeddings, which often capture and
perpetuate gender stereotypes. Consequently, there is a pressing need
to apply de-biasing methods to retrieval algorithms. Implementing such
methods can mitigate these biases, ensuring that retrieval systems
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provide fairer and more balanced results, particularly in response to
gender-neutral queries.

4.3 Gender Bias in Gold Standard Datasets

One of the main, if not the main, sources of gender biases in both
embedding models and retrieval methods used for ranking relevant
documents in search queries is the use of biased training datasets.
Numerous NLP research studies have statistically analyzed the ratio
of male and female-related terms within the datasets used for training
neural models. These studies have shown that such training datasets
contain considerable gender bias, leading models to learn and reproduce
associations between occupations or other entities with gender. For
example, in (Dinan et al., 2019), the authors analyzed six dialogue
datasets for gender bias and found a significant bias towards males.
Specifically, the LIGHT text adventure world dataset (Urbanek et al.,
2019) was identified as the most biased, with male bias reaching 73%.
This high level of bias is attributed to the dataset’s multiple potential
sources of bias, its crowdsourced nature, and its medieval, fantasy
setting, which may reflect the gender biases of the crowdworkers.

In another study by Zhao et al. (2019), the authors targeted the One
Billion Word Benchmark corpus (Chelba et al., 2013) and calculated
the occurrences of male pronouns (he, his, him) and female pronouns
(she, her) in the corpus, as well as the co-occurrence of these pronouns
with occupation words. The set of occupation words and their gender
assignments were based on the WinoBias corpus (Zhao et al., 2018a).
The findings revealed a significant gender skew in the Billion Word
corpus as it could be observed that male pronouns tend to appear three
times more frequently than female pronouns, and male pronouns were
more commonly associated with occupation words.

Investigating gender biases in gold-standard training datasets for
information retrieval methods is imperative. Quantifying these biases
is crucial because neural-based retrieval methods are often trained
on such data and biased training data can transfer biases into the
algorithmic and representational aspects of retrieval methods. This
bias can ultimately affect the ranking process by causing models to



78 Understanding the Sources of Gender Bias in IR Systems

associate gender with query needs for sensitive queries, leading to biased
documents being ranked higher and increasing their exposure to users.

Gold standard datasets for training retrieval methods are typically
obtained from crowdworkers’ annotations, where workers are tasked
with identifying relevant documents to queries. Gender bias within these
datasets can arise from two primary sources:

1. Perceived bias in human judgments: Crowdworkers assigned
to annotate relevant documents may inadvertently inject their own
biases into the dataset. These biases can be influenced by various
factors such as cultural background, personal beliefs, or societal
stereotypes. For instance, a crowdworker’s cultural background
might influence their interpretation of what constitutes relevance,
potentially leading to the inclusion or exclusion of certain docu-
ments based on gender-related assumptions or stereotypes.

2. Inherent biases in the content: The material available for
annotation might inherently contain biases due to the nature of its
source or the domain it represents. This could encompass biases
in language usage, representation of specific demographics, or the
framing of topics. For instance, documents sourced from certain
domains or publications might predominantly focus on specific
gender-related issues, thus skewing the dataset towards particular
gender perspectives.

In this section, we thoroughly investigate each of these potential
sources of bias to understand their implications within the context of
gender biases in information retrieval datasets.

4.3.1 Impact of Perceived Bias on Human Judgements

Information retrieval models are typically trained and evaluated using
a collection of relevance judgments determined by human assessors.
If these documents display biases toward a particular gender, such
biases have the potential to manifest in the retrieved list of documents
presented to users. It is plausible that biases ingrained within individuals’
mental frameworks may influence their decisions regarding the relevance
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or irrelevance of information (Ellemers, 2018; Ellis, 2018; Swim et al.,
1989).

In this section, we explore the critical question of whether these
perceived biases impact human decision-making during the document
judgment process, based on the research work by Krieg et al. (2022).
The experimental setup of this study employs the Grep-BiasIR dataset,
introduced in Section 3.3.1, which includes bias-sensitive queries and
documents with varying gender indications (male, female, and neutral).
The experiments are conducted in two distinct settings: gender-specific
(where the gender of the participants is known) and gender-agnostic
(where the participants’ gender is unknown).

The queries in this study span six categories: Appearance, Career,
Domestic Work, Child Care, Cognitive Capabilities, and Physical Capa-
bilities. Each query is paired with relevant and non-relevant documents
presented in both male and female versions. Participants from the Ama-
zon Mechanical Turk platform were tasked with rating the relevance of
these query-document pairs on a scale from non-relevant to perfectly
relevant. Relevance judgments were collected from 50 participants for
the gender-agnostic setting and from 10 male and 10 female participants
for the gender-specific setting.

The study aimed to investigate three primary hypotheses. First, it
examined whether relevant documents aligned with expected gender
stereotypes received higher relevance scores (H1). Second, it assessed
whether non-relevant documents reflecting gender stereotypes also in-
fluenced relevance scores (H2). Lastly, the research explored whether
participants’ gender influenced their judgments of gender-biased content
(H3). The design of the study allowed the researchers to explore these
hypotheses comprehensively within the controlled experimental setup.

In the gender-agnostic experiments, findings revealed that partici-
pants generally rated documents aligning with expected gender stereo-
types higher in relevance. For example, in the Domestic Work category,
relevant documents with female-indicating content scored higher than
those with male content. This trend aligns with societal stereotypes
where women are often associated with domestic responsibilities. How-
ever, statistical significance was limited, indicating a subtle but observ-
able influence of biases. For non-relevant documents, the results were
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mixed, with some categories showing stereotype-disconfirming content
being rated as more relevant, potentially due to the surprising nature
of such information. For instance, in the Appearance category, male-
indicating non-relevant documents were rated higher, possibly reflecting
a perceived novelty or unexpectedness in this context.

The gender-specific experiments aimed to assess whether partici-
pants’ gender impacted their judgments of gender-biased documents.
Results showed no significant interaction between participant gender
and their relevance ratings for either relevant or non-relevant documents.
For instance, male and female participants similarly rated queries such
as “how to build muscles” and “what is considered plus size” with no
significant deviations linked to their gender. This suggests that gender
bias in perceived relevance judgments is not directly influenced by the
annotator’s gender under the study’s experimental conditions.

The study’s hypotheses regarding stereotype confirmation (H1),
stereotype-confirming effects for non-relevant documents (H2), and the
impact of participant gender (H3) were only partially supported. While
relevance scores often aligned with stereotypes, the effect sizes were small,
and statistical significance was generally not observed. An exception
was observed in the Appearance category for non-relevant documents,
where stereotype-disconfirming male content scored higher than female
content, potentially influenced by how unexpected or surprising the
content seemed.

The study is not without its limitations, which constrain the gen-
eralizability and interpretability of its findings. First, the sample size,
particularly for the gender-specific experiments, was relatively small, re-
ducing the statistical power to detect significant effects. Additionally, the
study relied on binary gender classifications (male and female), which
limits the scope of the findings and excludes insights from individuals
who do not identify within these categories. Another limitation arises
from the controlled nature of the experimental setup, where participants
evaluated isolated query-document pairs without additional real-world
contextual factors, such as document ranking, source credibility, or
temporal relevance.
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4.3.2 Bias in the Content of Gold Standard Datasets

The presence of gender biases within the content of relevance judgment
collections is examined in this section. To achieve this, a three-staged
methodological approach, as proposed by Bigdeli et al. (2021b), is
employed. The first stage involves identifying and labeling queries
based on their gender. To facilitate this, Rekabsaz and Schedl (2020),
introduced a gender-annotated dataset (detailed in section 3.3.1), which
included queries labeled as female, male, or neutral. Various models
were trained to classify query gender, encompassing both dynamic
embeddings (such as BERT, DistilBERT, RoBERTa, and XLNet) and
static embeddings (including fastText and Word2Vec). The performance
of these classifiers was rigorously evaluated using a 5-fold cross-validation
strategy. The uncased fine-tuned BERT model demonstrated superior
performance, with high accuracy and F1 scores across all gender classes.
Subsequently, this model was employed to label the entire MS MARCO
development query set for gender, resulting in a comprehensive dataset,
as introduced in section 3.3.1.

In the second stage, the authors measured various psychological
characteristics of the relevance judgment documents associated with
gendered queries. Using the Linguistic Inquiry and Word Count (LIWC)
toolkit (Pennebaker et al., 2001a), they quantified affective processes,
cognitive processes, drives, and personal concerns within gold standard
documents associated with development set labeled queries from each
of the male, female, and neutral categories. This stage was crucial for
determining whether the psychological expressions within the docu-
ments aligned with known findings from psychological literature or
exhibited stereotypical biases. This analysis helped to uncover implicit
biases embedded in the content of the documents, providing a detailed
understanding of how these biases manifest in relevance judgments.

The third stage involved reporting findings on gender stereotypical bi-
ases in the gold standard relevance judgments. The results demonstrated
that documents related to female queries exhibited higher degrees of neg-
ative emotions such as anxiety and sadness, while male query-associated
documents showed more anger. In terms of cognitive processes, doc-
uments associated with female queries demonstrated higher cognitive
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complexity. For drives, male query-related documents expressed more
affiliation, achievement, and power, whereas female query-related doc-
uments emphasized reward and risk avoidance. Regarding personal
concerns, documents linked to male queries had a higher focus on work
and leisure. This stage revealed that the relevance judgment documents
indeed reflected stereotypical gender biases, consistent with some psy-
chological research findings while highlighting unexpected biases in the
datasets.

These findings underscore the necessity of exploring de-biasing meth-
ods to mitigate prevalent gender biases in gold-standard datasets used
for training retrieval methods.



5
Data-Driven De-Biasing Methods

In this chapter, we present data-driven techniques designed to enhance
bias-aware model training, to address bias inherent in Machine Learning
(ML), Natural Language Processing (NLP), and Information Retrieval
(IR) models. These de-biasing strategies aim to mitigate bias while
preserving the original model architecture, achieving this solely through
adjustments to the training data to refine the model’s learning approach.
These straightforward yet powerful methods have proven highly effective
in reducing biases inherent in both the algorithmic and representational
aspects of neural models.

A substantial body of research focuses on de-biasing neural-based
models by balancing the training data fed to the model during the
training phase. In this section, we delve into existing balancing strategies
employed for de-biasing:

• Machine Learning Models: Techniques such as re-weighting,
re-sampling, and synthetic data generation are explored. Re-
weighting adjusts the importance of different training samples
based on their associated bias, while re-sampling involves either
over-sampling underrepresented groups or under-sampling overrep-
resented groups. Synthetic data generation creates new samples
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to balance the representation of protected attributes.

• Natural Language Processing Models: Approaches like coun-
terfactual data augmentation and bias-specific data editing are
discussed. Counterfactual data augmentation involves generating
alternate versions of text data to ensure diverse representation,
whereas bias-specific data editing manually or automatically ad-
justs text data to remove biased language or representation.

• Information Retrieval Models: Methods such as balancing
the gold standard training data and negative sampling strategies
are introduced to train bias-aware neural ranking models that
present a fairer ranking list of documents to the users.

For each of these categories, we explain how balancing the training
data concerning protected attributes should be performed to effectively
reduce bias in the model. In addition, we discuss the challenges and
limitations of these methods, including potential trade-offs in model
performance and the complexities involved in accurately identifying and
addressing biases.

By examining these diverse techniques, we aim to provide a com-
prehensive overview of data-driven de-biasing methods that can be
applied across different types of models to create more equitable and
fair outcomes.

5.1 Machine Learning Models

In addressing bias in ML models, several data-driven techniques are
employed to ensure a more balanced and fair training process. This
section explores the primary methods: re-weighting, re-sampling, and
synthetic data generation. Each technique offers a unique approach
to mitigating bias by adjusting the composition and significance of
training data. These methods have been applied effectively in various
domains, including Computer Vision and recommender systems, to
enhance fairness and reduce bias.
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5.1.1 Re-weighting

Re-weighting is a technique that modifies the importance assigned to
different training samples based on their associated bias. This approach
ensures that samples from underrepresented or marginalized groups
are given more weight during the training process, while samples from
overrepresented groups are given less weight. By adjusting the weights,
the model is encouraged to learn from a more balanced perspective,
thereby reducing the influence of biased data distributions.

For instance, in the context of recommender systems, re-weighting
can adjust the importance of user interactions to ensure that recommen-
dations are not biased towards the preferences of the majority group.
Steck (2011) introduced a re-weighting method that adjusts the contri-
bution of user ratings based on item popularity, addressing selection
bias caused by the over-representation of popular items. The goal of this
method is to mitigate the bias in recommendation accuracy that stems
from the skewed popularity distribution in historical data. To derive the
weighting factor, the author proposes that the probability of observing
a rating is proportional to the power of the item’s popularity, which
follows a power-law distribution. This leads to a stratification weight
calculated as the inverse of the observed relevant ratings raised to a
power derived from the power-law exponent. This approach ensures that
items with fewer ratings, typically less popular, are given appropriate
consideration in the evaluation metrics.

In the training phase, the method is extended through modifications
to the matrix factorization approach where the weights for observed
ratings are adjusted according to their stratified popularity-based prob-
ability. The weight for each observed rating is adjusted inversely to
the item’s popularity, maintaining the overall balance by keeping the
cumulative weight of all observed ratings constant. This re-weighting
helps in producing a more balanced training dataset, improving the
model’s ability to recommend less popular items accurately.

5.1.2 Re-Sampling

Re-sampling techniques focus on altering the frequency of samples
from different groups within the training dataset. There are two main
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approaches to re-sampling: over-sampling and under-sampling.
Over-Sampling: This involves duplicating samples from underrep-

resented groups to increase their presence in the training dataset. By
doing so, the model is exposed to these groups more frequently, helping
it to learn their characteristics better and reduce bias.

Under-Sampling: This involves reducing the number of samples
from overrepresented groups. By selectively removing samples from
these groups, the training dataset becomes more balanced, preventing
the model from becoming overly biased towards the overrepresented
data.

For instance, Buda et al. (2018) address the class imbalance prob-
lem in convolutional neural networks (CNNs) through oversampling
and undersampling techniques. The study systematically investigates
the impact of class imbalance on CNN classification performance and
evaluates various methods to mitigate this issue using three benchmark
datasets: MNIST, CIFAR-10, and ImageNet. To address the class im-
balance, the study examines seven methods. The primary technique,
random minority oversampling, involves replicating randomly selected
samples from minority classes to balance the dataset. This method aims
to equalize the number of samples in minority and majority classes.
Another approach, random majority undersampling, randomly removes
samples from majority classes to match the number of samples in mi-
nority classes, thereby reducing the dataset size but balancing class
distribution.

Two-phase training is explored as pre-training on an oversampled
or undersampled dataset followed by fine-tuning on the imbalanced
dataset, maintaining the same hyperparameters with a slightly reduced
learning rate during fine-tuning. Thresholding adjusts the decision
threshold of classifier outputs to compensate for prior class probabilities,
ensuring balanced classification decisions. The study also combines
oversampling and undersampling with thresholding to further adjust
class probabilities.

The study finds that oversampling is the most effective method
for handling class imbalance in CNN training, significantly improving
classification performance without causing overfitting. Oversampling
should be applied to eliminate imbalance for optimal results, while the
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extent of undersampling should be tailored to the specific imbalance
ratio. Thresholding, when applied to adjust class probabilities, proves
beneficial, particularly when combined with oversampling, ensuring bet-
ter overall accuracy. Both oversampling and undersampling contribute
to more stable training, with oversampling providing the best results
without the risk of overfitting.

In information retrieval systems, similar techniques can be applied
to ensure that retrieval methods do not disproportionately favor content
from dominant gender groups. Oversampling techniques can help in
making sure that diverse content is represented in search results, while
undersampling can prevent the model from being overly influenced
by the majority of data, thus promoting a fairer and more balanced
retrieval process. Combining these techniques with thresholding further
refines the balance between different classes, contributing to a more
equitable and effective IR system.

5.1.3 Synthetic Data Generation

Synthetic data generation is a technique used to create new samples that
mimic the characteristics of the original data, thereby balancing the
representation of protected attributes. This method involves generating
artificial data points that resemble the underrepresented groups in the
training dataset.

Deep Learning Approaches: Generative Adversarial Networks
(GANs) are a type of neural network that can generate new data
samples by learning the distribution of the original data. They are
particularly effective in creating realistic synthetic data that can help
balance the dataset. In Computer Vision, GANs have been used to
generate synthetic images, enhancing the diversity of the training data
(Cubuk et al., 2018; Gurumurthy et al., 2017; Lemley et al., 2017;
Osokin et al., 2017; Perez and Wang, 2017; Yi et al., 2019). Alongside
GANs, neural style transfer and adversarial training are also employed
to generate synthetic data. Neural style transfer manipulates the style
of images while preserving their content, allowing the creation of diverse
and visually varied training samples (Perez and Wang, 2017).

For instance, Perez and Wang (2017) employs Generative Adver-
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sarial Networks (GANs) for data augmentation to address biases and
enhance image classification performance. The approach is multifaceted,
encompassing traditional transformations and GAN-based methods to
create a diverse and balanced dataset. The study utilizes CycleGAN,
a specific GAN framework, to perform style transfers, generating syn-
thetic images that augment the training data. The traditional data
augmentation techniques involve applying affine transformations, such
as rotation, scaling, flipping, and color adjustments. These methods gen-
erate variations of the existing images, effectively doubling the dataset
size. The GAN-based data augmentation employs CycleGAN to gen-
erate new images by transferring styles from a set of predetermined
styles (e.g., Cezanne, Monet, Van Gogh, Winter) to the original images.
This technique allows for the creation of images in different styles while
preserving the original content, thereby enhancing the diversity of the
training dataset.

The results from the experiments demonstrate the effectiveness
of GAN-based data augmentation. Traditional transformations signifi-
cantly improved validation accuracy for both the dog vs. goldfish and
dog vs. cat classification tasks. For instance, traditional augmentation
increased validation accuracy from 85.5% to 89.0% for the dog vs. gold-
fish task. GAN-based augmentation using CycleGAN also enhanced
performance, achieving a validation accuracy of 86.5% for the same
task, a notable improvement over the baseline without augmentation.
The paper introduces a novel neural augmentation method, where an
augmentation network is trained alongside the classification network.
This approach yielded the highest performance, with validation ac-
curacy reaching 91.5% for the dog vs. goldfish task and 77.0% for
the dog vs. cat task. This method outperformed both traditional and
GAN-based augmentations, demonstrating the potential of learning aug-
mentations directly from the data. Control experiments indicated that
simply increasing the network’s complexity without augmentation did
not improve performance, underscoring the importance of effective data
augmentation strategies. The study concludes that while traditional
augmentation techniques are effective, GAN-based and neural augmen-
tation methods provide significant benefits by generating realistic and
varied synthetic data. These advanced techniques help mitigate biases,



5.1. Machine Learning Models 89

ensuring the training of robust deep-learning models and improving
overall classification accuracy.

Generative models can be leveraged to generate synthetic data that
better represent underrepresented gender groups in the training data. In
the context of IR, a generative model can create diverse query-document
pairs reflecting the perspectives and information needs of genders that
are typically underrepresented. This approach can mitigate gender bias
by ensuring that the IR models do not disproportionately favor content
associated with the majority gender group, thereby promoting more
equitable search results.

Data Augmentation: This involves creating new samples by ap-
plying various transformations to existing data. For example, in image
data, transformations might include rotation, scaling, or color adjust-
ment. In textual data, it might involve paraphrasing or introducing
slight variations in the text. Data augmentation has been extensively
used in Computer Vision to artificially increase the diversity of image
datasets, thereby reducing bias (Mikołajczyk and Grochowski, 2018;
Perez and Wang, 2017; Shorten and Khoshgoftaar, 2019). Shorten and
Khoshgoftaar (2019) provided a comprehensive survey on image data
augmentation techniques, highlighting their effectiveness in improv-
ing model performance and fairness. These techniques generate new
samples by applying various transformations to existing data, thereby
increasing the diversity and balance of the training dataset. Geometric
transformations are a primary method used in this approach. These
include rotation, where images are rotated at various angles to simulate
different viewpoints, helping the model become invariant to the orienta-
tion of objects within the images. Scaling involves resizing images to
different scales, allowing the model to handle variations in object sizes
within the images. Flipping images horizontally or vertically creates
mirror images that enhance the dataset’s diversity. Cropping involves
extracting smaller patches from the original images, which helps the
model focus on different parts of the image and improves its robustness
to changes in object positions. Color space transformations manipulate
the color properties of images. These include color jittering, which
adjusts the brightness, contrast, saturation, and hue of images. This
helps the model become invariant to different lighting conditions and
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color variations. Histogram equalization modifies the intensity values in
the color histograms to enhance image contrast and detail, particularly
useful in images with poor lighting.

The impact of these traditional data augmentation techniques is
evaluated through experiments on various datasets. For example, ro-
tating images by small angles can significantly improve classification
performance by making the model more robust to rotational variations.
Similarly, cropping and flipping images can help the model generalize
better by exposing it to a wider range of possible object positions and
orientations. The findings from the paper indicate that traditional data
augmentation techniques are effective in enhancing the performance of
deep learning models. By artificially inflating the size of the training
dataset and introducing a diverse set of variations, these techniques help
reduce the risk of overfitting and improve the model’s generalization
ability. This is particularly beneficial in scenarios with limited data,
where creating a large and varied training dataset from a small number
of samples is crucial for training robust models.

In addressing gender bias in IR, data augmentation techniques can
be employed to increase the representation of gender-specific queries
and content. By generating paraphrases or introducing variations in
documents and queries that reflect different gender perspectives, the
model can learn to recognize and fairly represent the interests and
information needs of all genders. This helps reduce bias in search results,
ensuring that the system is more inclusive and responsive to diverse
user queries.

Synthetic Minority Over-sampling Technique (SMOTE):
SMOTE is a popular technique that generates synthetic samples for un-
derrepresented classes by interpolating between existing minority class
samples. This method creates new samples that lie along the line seg-
ments joining any or all of the k-nearest neighbors of the minority class.
For instance, Douzas et al. (2018) proposed an improved oversampling
technique based on k-means clustering and SMOTE to address imbal-
ances and enhance classification performance in datasets with skewed
class distributions. Unlike other methods that rely solely on class labels,
the k-means clustering algorithm is applied to the entire dataset without
considering class labels, enabling the discovery of natural groupings
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within the data. This unsupervised clustering approach helps to identify
regions of the input space that are “safe” for oversampling. Following
clustering, the method filters the clusters to select those dominated
by minority class instances. Clusters are considered suitable for over-
sampling if their proportion of minority samples exceeds a predefined
imbalance ratio threshold. This filtering step avoids oversampling in
regions with significant class overlap, thereby reducing the risk of noise
generation.

In the final step, SMOTE is applied within each selected cluster
to generate synthetic samples. The number of synthetic samples gen-
erated in each cluster is proportional to its minority sample sparsity,
with sparse clusters receiving more samples than dense ones. This
ensures that within-class imbalances are addressed effectively, with
synthetic samples distributed in a manner that balances sparsely popu-
lated minority regions without redundant data generation. By targeting
underrepresented areas, the method addresses both between-class and
within-class imbalances, which are common challenges in imbalanced
learning tasks.

5.2 Natural Language Processing models

In the field of natural language processing, many studies have employed
Counterfactual Data Augmentation (CDA) and Counterfactual Data
Substitution (CDS) to address gender bias in both algorithmic and
representational aspects of pre-trained language models.

5.2.1 Counterfactual Data Techniques: CDA and CDS

Counterfactual data techniques are employed to address gender bias
by manipulating the training data to balance gender representation.
Counterfactual Data augmentation involves creating a duplicate corpus
where gendered terms are swapped. For instance, the sentence ’the
woman cleaned the kitchen’ is altered to ’the man cleaned the kitchen,’
and both versions are used for training word embeddings. This approach
neutralizes gender biases by ensuring equal representation of gendered
terms.
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However, corpus duplication can lead to unnatural statistical proper-
ties. To address this, Counterfactual Data Substitution replaces gendered
terms probabilistically in the original corpus rather than duplicating it.
This method preserves the statistical properties of natural text while
maintaining grammaticality and discourse coherence. For example, in
the original corpus with the sentences ’The woman cleaned the kitchen.
The woman is a nurse,’ CDS might result in ’The man cleaning the
kitchen. The woman is a nurse.’ This probabilistic substitution replaces
only one instance of ’woman’ with ’man,’ preserving the text’s natural-
ness while addressing gender bias.

5.2.2 Applications and Evaluations of CDA and CDS

The application of CDA and CDS in various studies highlights their
effectiveness in mitigating gender bias. Zhao et al. (2019) conducted a
comprehensive analysis on the ELMo model, revealing a disproportion-
ate representation of male entities compared to female entities. Their
study demonstrated that ELMo embeddings exhibited gender biases,
particularly in the coreference resolution task. To mitigate this bias,
the researchers used data augmentation techniques with the OntoNotes
5.0 (Weischedel et al., 2012) dataset. They swapped gender-revealing
entities such as ’he,’ ’him,’ ’she,’ and ’her’ with their opposite counter-
parts while maintaining the original syntactic structure of the sentences.
This process created a gender-swapped variant of the corpus, effectively
doubling its size and balancing gender representation.

The augmented dataset was used to retrain the coreference reso-
lution system, which initially exhibited significant gender bias. The
system’s performance was evaluated using the WinoBias probing corpus,
designed to test coreference resolution capabilities in both stereotypical
and anti-stereotypical contexts. Before applying CDA, the ELMo-based
coreference system showed a notable disparity in accuracy between
pro-stereotypical and anti-stereotypical predictions, indicating a strong
gender bias. After retraining with the augmented dataset, the results
showed a substantial reduction in this bias. The difference in perfor-
mance between pro-stereotypical and anti-stereotypical contexts was
reduced to insignificant levels, demonstrating that CDA effectively mit-
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igated gender bias. This improvement was observed across both the
Semantics Only and w/ Syntactic Cues subsets of the WinoBias dataset,
highlighting the robustness of the CDA approach in addressing different
types of coreference resolution challenges.

Dinan et al. (2019) explored the application of counterfactual data
augmentation to mitigate gender bias in dialogue generation tasks. Their
research initially demonstrated that gender biases not only existed but
were amplified in dialogue generation across six different datasets. To
quantify this bias, the researchers counted the number of gendered
terms within the datasets and reported the percentage of male bias,
finding that male bias reached 73% across the six datasets.

To address this bias, they applied counterfactual data augmentation,
which involved duplicating every dialogue containing gendered words
and swapping these words using a predefined list provided by Zhao et al.
(2018c). This list included a comprehensive set of gendered word pairs,
ensuring systematic and consistent replacements across the dataset. The
primary goal of CDA was to balance gender references automatically
without altering the contextual meaning of the dialogues.

The effectiveness of CDA was evaluated using several metrics to
measure gender bias and the quality of the generated dialogues. These
metrics included the percentage of gendered words in the generated
utterances, the percentage of male bias among all gendered words
generated, and the F1 score, which measures the overlap between the
generated and the gold standard responses. The evaluation involved
comparing the CDA-augmented model’s performance with the baseline
model trained on the original unmodified dataset. Results indicated that
applying CDA led to a significant reduction in gender bias compared to
the baseline model. Specifically, the CDA-augmented model generated
dialogues with a lower percentage of gendered words and a more balanced
distribution of male and female gendered words. This reduction in gender
bias was observed across different evaluation bins, categorized based on
the presence of gendered words. The CDA model showed improvements
in controlling the genderedness of the language generated, although it
did not completely eliminate bias.

In a comprehensive study by Maudslay et al. (2019), the authors
targeted the mitigation of gender bias in word embeddings using both
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CDA and CDS techniques by conducting a comprehensive empirical
comparison using extensive corpora, namely the English Gigaword and
Wikipedia, thus offering a detailed evaluation of the efficacy of these
methods across different textual datasets. The study also introduces
a novel Names Intervention technique designed to specifically address
biases associated with first names. The Names Intervention technique
specifically addresses biases inherent in first names by using a bipartite
graph matching strategy based on name frequency and gender-specificity
to create name pairs for substitution, ensuring balanced gender represen-
tation without affecting grammaticality. Methodological improvements
include CDA with Grammar Intervention (gCDA), which enhances CDA
by using coreference information to avoid swapping gendered terms
when they refer to proper nouns, maintaining grammaticality. CDA with
Names Intervention (nCDA) applies the name-pairing strategy to extend
CDA, treating biases in first names. CDS with Grammar Intervention
(gCDS) combines CDS with grammar intervention to avoid ungrammati-
cal substitutions, while CDS with Names Intervention (nCDS) combines
CDS with the name-pairing strategy for a more comprehensive bias
treatment.

To evaluate the impact of the proposed de-biasing methods, the
authors evaluate them on the English Gigaword and Wikipedia corpora,
comparing their effectiveness in reducing direct and indirect gender
biases, maintaining the quality of word embeddings, and improving
non-biased gender analogies. Direct bias is measured using the Word
Embedding Association Test (WEAT). Results show that the Names
Intervention variants (nCDA and nCDS) outperform other methods in
reducing direct bias, with nCDS showing significant improvements over
traditional CDA and grammar-based interventions. For example, in
the careers-family test, nCDS reduces bias more effectively than other
CDA/S variants and even Word Embedding Debiasing (WED) methods.
Indirect bias is evaluated through clustering and reclassification tests.
Results indicate that nCDA and nCDS significantly lower the purity
of biased word clusters, suggesting a more thorough mitigation of
indirect bias. For instance, nCDS achieves a 58% reduction in cluster
purity on the Gigaword corpus and a 39% reduction on Wikipedia. The
reclassification test supports these findings, with nCDS showing the
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lowest reclassification accuracy of previously biased words, implying
less residual bias information.

The quality of the embeddings is assessed using the SimLex-999
word similarity dataset and a sentiment classification task. Word simi-
larity scores indicate minimal reduction in quality across all methods,
with WED methods slightly outperforming unmitigated embeddings. In
sentiment classification, nCDA and nCDS maintain competitive perfor-
mance, demonstrating their effectiveness in preserving embedding utility.
For example, WED70, nCDA, and nCDS achieve the best sentiment
classification results with minimal error rates. The non-biased gender
analogy task measures how well embeddings can draw appropriate gen-
der analogies without bias. Results show that CDA and CDS methods,
especially those with the Names Intervention, outperform WED meth-
ods significantly. For instance, nCDS shows a substantially lower error
rate for non-biased gender analogies on Gigaword compared to WED
variants, indicating better retention of meaningful gender information
while mitigating bias.

5.3 Information Retrieval Models

In this section, we introduce methods designed to train bias-aware neural
ranking models that present fairer ranking lists of documents to users.
These methods focus on two primary strategies: (1) balancing the gold
standard training data and (2) employing a bias-aware negative sampling
technique. Together, these methods aim to address both algorithmic and
representational biases in neural ranking models, ultimately enhancing
the fairness of the search results presented to users. We will now explore
each of these strategies, exploring their implementation and impact on
model performance.

5.3.1 Balancing the Gold Standard Training Data

Balancing the gold standard training data involves adjusting the train-
ing dataset to ensure a fair representation of different gender groups.
This can be achieved by re-weighting, re-sampling, or augmenting data,
thereby providing a more equitable basis for model training. By ad-
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dressing imbalances in the representation of data from different gender
groups, this strategy helps to reduce the biases transferred to the neural
ranking model.

In Section 4.3.2, it was discussed that the gold standard dataset
used to train neural-ranking models contains prevalent psychological
characteristic biases in documents associated with male and female
queries. These biases can exacerbate psychological characteristic biases
during neural ranking model training. To investigate how neural rank-
ing models learn such biases and compare the original training dataset
with a balanced version, Bigdeli et al. (2023) proposed a systematic
approach for balancing training data used in neural-based retrieval mod-
els. Their methodology aims to mitigate gender biases in psychological
characteristics present in ranked documents corresponding to different
gender identities perceived by the neural ranking model. The authors’
data balancing technique involves augmenting query-document pairs
across diverse gender identities to ensure that documents associated
with each identity exhibit comparable psychological characteristics. This
methodology encompasses query generation, gender classification, data
balancing, model training, and evaluation.

Initially, query-document pairs are generated using a fine-tuned text-
to-text transformer model on the MS MARCO (Nguyen et al., 2016)
dataset to ensure diversity and relevance. For each document in the
collection, a synthetic query resembling a user search query is generated.
Subsequently, a BERT model fine-tuned on annotated data with gender
labels classifies each query into male or female gender affiliations. This
classification step is crucial for later stages where datasets are balanced
based on gender affiliations.

To effectively balance the training data, the Linguistic Inquiry and
Word Count (LIWC) toolkit (Pennebaker et al., 2001a) is used to ana-
lyze documents for various psychological processes, including affective
and cognitive aspects. Each document is represented as a vector of
these psychological characteristics, ensuring a nuanced understanding
and representation of textual content. The process of creating balanced
datasets involves pairing queries from different gender affiliations based
on the similarity of their associated document vectors. Cosine similarity
is used as a distance metric between vectors to quantitatively measure
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similarity, guiding the construction of balanced training datasets. Conse-
quently, for each query-document pair with a specific gender affiliation,
a counterpart pair with the opposite gender affiliation is matched, ensur-
ing differences in gender but similarity in psychological characteristics
of associated documents. These balanced query-document pairs are then
augmented with the original training dataset to construct a debiased
dataset for training neural ranking models, which includes both the
original MS MARCO dataset and the newly developed debiased datasets
for comparative purposes. Finally, the BERT-base-uncased model is
fine-tuned using the cross-encoder architecture on both the original and
debiased datasets consisting of balanced query-document pairs sharing
similar levels of psychological characteristics.

To evaluate gender biases in terms of psychological characteristics,
neural ranking models trained on the original and debiased datasets
rank documents for a set of male and female queries. The differences
in psychological characteristics among the top-10 ranked documents
for female and male queries are compared. The results indicate that
models trained on debiased datasets show a slight decrease in retrieval
effectiveness (e.g., MRR@10) at higher debiasing ratios; however, this
trade-off is minimal compared to the benefits of bias reduction. Training
on debiased datasets significantly reduces differences in psychological
characteristics between documents retrieved for gendered queries and
also decreases bias in retrieved documents for neutral queries. Therefore,
the proposed debiasing method effectively reduces bias while maintaining
retrieval effectiveness.

5.3.2 Bias-Aware Negative Sampling Technique

Another effective data-driven approach to mitigate bias in neural ranking
models is employing a targeted negative sampling strategy rather than a
random selection of irrelevant documents during training. This involves
selectively including or excluding certain data points during training to
counteract biases. By carefully choosing which negative examples (i.e.,
non-relevant documents) to include in the training process, models can
learn to produce rankings that are less biased and more representative
of diverse user needs. In neural ranking, particularly in cross-encoder
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architectures, the objective is to minimize the distance between relevant
query-document pairs while maximizing the distance between queries
and irrelevant documents. This approach is crucial for optimizing the
model’s performance, as highlighted in studies such as RocketQA (Qu
et al., 2021) and Dense Retrieval (Karpukhin et al., 2020).

The method proposed by Bigdeli et al. (2022) emphasizes the im-
portance of including not only irrelevant but also biased documents in
the training dataset. By quantifying the level of bias within retrieved
documents for each query, the strategy selects a subset of highly bi-
ased documents as negative samples. This selective negative sampling
strategy aims to train the model to discern and avoid documents that
exhibit significant bias towards specific gender identities during the
ranking process.

This negative sampling approach ensures that the neural ranker
learns not only to distinguish relevant from irrelevant documents but
also to mitigate gender biases effectively. Exposing the model to biased
documents as negatives encourages the neural network to develop a
nuanced understanding of what constitutes bias in document retrieval
tasks. This training process ultimately contributes to the creation of
fairer and more equitable information retrieval systems.

The results obtained from training neural ranking models using dif-
ferent language model architectures such as BERT (Devlin et al., 2018a),
DistilRoBERTa (Sanh et al., 2019), and Electra (Clark et al., 2020a)
demonstrate that when these models are trained on datasets enriched
with bias-aware training examples—comprising not only irrelevant but
also biased documents—they exhibit improved capability in generating
fairer ranked lists of documents. To evaluate their performance, each
model trained on both the original and bias-aware datasets was assessed
using query sets designed to include neutral and socially problematic
queries from MSMARCOF AIR (Rekabsaz et al., 2021) and Gendered
Queries (Rekabsaz and Schedl, 2020) (both described in Section 3.3.1).
Subsequently, metrics such as ARaB (Rekabsaz and Schedl, 2020) and
NFaiRR (Rekabsaz et al., 2021) were employed to quantify the level of
bias and fairness within the ranked document lists generated by these
models.

The findings indicate that models trained on bias-aware datasets,
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where biased documents are explicitly represented as negative samples
during training, are capable of significantly enhancing the fairness of
document rankings. Specifically, these models elevate the positions of
fairer documents within the top-10 rankings presented to users. For
example, consider the query ’How important is a governor?’ Originally,
a biased document depicting governors as predominantly male-oriented
occupations might have been ranked second. However, through training
on a bias-aware dataset, the same biased document now appears much
lower in the rankings, specifically in the 88th position, showcasing the
efficacy of the bias mitigation strategy employed by the model.

In conclusion, the integration of bias-aware training methodologies
into neural ranking model training not only improves the model’s
ability to discern relevant from irrelevant documents but also enhances
its capacity to reduce biased representations in search results. This
approach represents a significant advancement towards achieving fairness
and inclusivity in information retrieval systems, ensuring that users
receive more equitable and unbiased access to information across diverse
query scenarios.



6
De-biasing of Neural Embeddings

Neural embeddings have shown significant improvements in information
retrieval systems by using embedded representations of queries and
documents. However, these embeddings can mirror and amplify the
gender biases captured in the content representations mainly from their
training data (Prost et al., 2019). The primary focus of this chapter is
to show how these embedded representations can carry on biases that
will implicitly or explicitly make the retrieved results biased (Bigdeli
et al., 2021a; Bordia and Bowman, 2019; Fabris et al., 2020; Rekabsaz
et al., 2021). We discuss how biases in training data, such as those found
in web content, can find their way into embeddings (Basta et al., 2019),
and place particular emphasis on how neural embeddings capture and
reflect these biases (Bolukbasi et al., 2016).

Acknowledging and recognizing these biases allow us to explore
strategies to reduce bias in representations through both data-centric
methods and algorithmic-centric approaches before and after training the
embeddings. By employing these techniques, it is possible to counteract
the biases inherent in the training data, thus producing fairer and more
accurate embeddings. Later on, in Section 6.3, we explore the differences
between the biases inherent in different kinds of embeddings, including
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static versus dynamic and contextualized ones.

6.1 Pre-training Debiasing Strategies

The process of debiasing neural embedding representations can be im-
plemented either prior to or following the training of neural embeddings.
In this context, we examine techniques that address debiasing before
initiating the model’s training, specifically focusing on pre-training
debiasing strategies. Pre-training debiasing strategies involve training
neural embeddings from scratch with the goal of bias reduction in the
embedding representations. This category of strategies can be advan-
tageous because they address biases at the source, potentially leading
to more fundamentally fair embeddings. However, they also come with
disadvantages, such as the significant computational resources required
and the need for extensive data preprocessing and retraining.

In an interesting study (Caliskan et al., 2022), the authors find
that a significant majority of the most frequent words in the training
data of the widely used embeddings are associated with men. For
example, 77% of the top 1,000 most frequent words in the GloVe
(Pennington et al., 2014) embeddings are associated with men. This
pattern holds true across different frequency ranges, with similar trends
observed in fastText embeddings (Bojanowski et al., 2017), albeit to a
slightly lesser extent. In addition, their part-of-speech tagging analysis
showed that male-associated words are more likely to be verbs, reflecting
stereotypes of men as active and agentic. Female-associated words, on
the other hand, are more likely to be adjectives and adverbs, suggesting a
perception of women that requires additional description or explanation.
Also, clustering analysis reveals that male-associated words often relate
to domains such as big tech, engineering, sports, and violence. In
contrast, female-associated words frequently pertain to appearance,
sexual content, and kitchen-related terms. The unequal representation
of both genders within the training data of neural embeddings can cause
the model to develop biased representations of men and women.

One notable impact of pre-training on large pre-trained language
models (PLMs) is how the training data influences gender biases. For
example, the training corpus for ELMo (Peters et al., 2018b), the One



102 De-biasing of Neural Embeddings

Billion Word Benchmark, contains a significant gender skew: male pro-
nouns (e.g., "he" "his" and "him") occur three times more frequently than
female pronouns (e.g., "she" "her") (Zhao et al., 2019). Specifically, the
dataset shows approximately 5.3 million occurrences of male pronouns
compared to 1.6 million occurrences of female pronouns. This imbalance
not only reflects societal biases but also propagates these biases into
the trained embeddings, leading to a higher likelihood of male-biased
associations in downstream tasks. Moreover, male pronouns co-occur
more frequently with occupation words, regardless of whether those
occupations are stereotypically male or female. For instance, in the
training corpus for ELMo, male pronouns co-occur with occupation
words 170,000 times, whereas female pronouns co-occur with occupation
words only 36,000 times (Zhao et al., 2019). These statistics under-
score the need for balanced training datasets and pre-training debiasing
strategies to mitigate inherent gender biases and ensure fairer and more
accurate embeddings.

More recently, (Kotek et al., 2023) transitioned from studying pre-
trained language models to investigating large language models and
how they perpetuate gender stereotypes, particularly in the context of
occupational roles. They found that LLMs are 3-6 times more likely to
choose occupations that stereotypically align with a person’s gender.
These choices align more closely with societal perceptions than with offi-
cial job statistics, indicating that LLMs amplify existing biases beyond
what is reflected in reality. Additionally, the study revealed that the
behaviour of LLMs correlates more closely with human judgments about
gender stereotypes than with actual labour statistics. This suggests that
the training data for these models reflect societal biases rather than
objective realities.

In the following, we explain two common pre-training debiasing
strategies namely through data augmentation and masking gender
indicators.

6.1.1 Debiasing through Data Augmentation

This method (Zhao et al., 2019) involves augmenting the training
corpus with gender-swapped variants of sentences i.e., creating a parallel
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corpus where gender-specific words are swapped, ensuring an equal
representation of male and female entities in the training data. For
example, every instance of ‘he’ is swapped with the opposite gender
version i.e., ‘she’ and vice versa. This ensures that the model is exposed
to a balanced representation of gendered entities during training. Data
augmentation has been shown to significantly reduce bias in downstream
tasks such as coreference resolution.

By training on both the original and gender-swapped datasets, the
model learns to treat gendered terms more equitably. This approach
leverages the inherent diversity in the augmented data to mitigate gender
bias that often exists due to the imbalance in the frequency of gendered
terms in the original training data. Specifically, the augmented corpus
helps the model understand that gendered terms are interchangeable in
many contexts, which reduces the tendency to associate certain roles
or actions exclusively with a particular gender. In addition to reducing
bias, this method also contributes to more robust and generalizable
models. By exposing the model to a wider variety of contexts in which
gendered terms appear, it can better handle real-world scenarios where
the gender distribution may not match the skewed distributions often
found in training data. This leads to improvements not only in fairness
but also in the overall quality and reliability of the model’s predictions.

6.1.2 Debiasing through Masking Gender indicators

Debiasing neural embeddings through masking gender indicators is
a method (Prost et al., 2019) aimed at reducing gender bias in text
classification tasks by explicitly removing gender-specific terms from
the training data. The first step involves identifying and listing gender-
specific terms such as pronouns titles, and other gendered words that are
likely to introduce bias into the embeddings. Once the gender-specific
terms are identified, they are systematically removed or replaced in the
training data. This process, known as ‘scrubbing’ ensures that these
terms do not influence the embeddings. The objective is to prevent
the model from learning gender associations that could lead to biased
outcomes in downstream tasks. The embeddings are then trained on
this modified corpus. By excluding gender-specific terms, the result-
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ing embeddings are expected to be less biased. While the approach is
straightforward and can be easily implemented without requiring com-
plex algorithms or extensive computational resources, complete masking
of gender indicators might lead to a loss of contextual information that
is necessary for certain tasks. For example, gender-specific terms might
carry important semantic information in contexts like biographies or
medical records.

6.1.3 Debiasing Through Loss Regularization

In (Bordia and Bowman, 2019), the authors propose a debiasing ap-
proach through regularizing the loss function for training the embed-
dings. In particular, they proposed a regularization loss term for the
language model that minimizes the projection of encoder-trained embed-
dings onto an embedding subspace that encodes gender. This method
aims to reduce the influence of gender bias in the learned embeddings.
The regularization method is effective in reducing gender bias up to an
optimal weight assigned to the loss term.

The first step involves identifying a subspace in the word embedding
space that captures gender information. This is typically done by defin-
ing a set of gendered word pairs (e.g., he-she, man-woman, king-queen).
The principal components of their difference vectors are then calculated.
The principal component that captures the most variance among these
difference vectors is considered the gender direction. This is a common
practice to find a sensitive attribute common space (Bolukbasi et al.,
2016; Gonen and Goldberg, 2019; Zhao et al., 2018a; Zhao et al., 2019).

The core of the debiasing approach happens in the second step where
there is the addition of a regularization term to the loss function of the
language model. This term is designed to minimize the projection of
word embeddings onto the identified gender subspace. Mathematically,
for an embedding w and the gender direction g, the projection of w

onto g is (w · g)g. The regularization loss term Lreg is then given by:

Lreg = λ
∑
w∈V

||(w · g)g||2 (6.1)

, where λ is a hyperparameter that controls the strength of the regular-
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ization and V , is the vocabulary.
During training, the standard language modelling loss (e.g., cross-

entropy loss) is augmented with the regularization loss. The total loss
is:

L = Llm + Lreg (6.2)

where Llm is the language modeling loss. By minimizing this combined
loss, the language model learns to produce embeddings that are less in-
fluenced by gender bias, as the regularization term penalizes embeddings
that align strongly with the gender subspace.

One of the advantages of this method is that by adjusting the
strength of the regularization term with the hyperparameter λ, the
method can balance between reducing bias and maintaining the perfor-
mance of the language model. However, finding the optimal λ is crucial.
It should also be noted that although the method reduces bias, it may
not eliminate it, as some gendered information may still be encoded in
other dimensions of the embeddings.

6.1.4 Debiasing through Gender Neutralization

This debiasing approach (Zhao et al., 2018b) is focused on training
debiased word embeddings from scratch by modifying existing word
vectors. The authors proposed Gender-Neutral Global Vectors by alter-
ing the loss function of the GloVe (Pennington et al., 2014) model to
concentrate most of the gender information in the last coordinate of
each vector. The steps are as follows:

1. Word Co-occurrence Matrix: Following the GloVe methodol-
ogy, construct a word-to-word co-occurrence matrix X, where Xi,j

denotes the frequency of the j-th word appearing in the context of
the i-th word. The embeddings of a center word w and a context
word w̃ are represented as w, w̃ ∈ Rd, where d is the dimension of
the embeddings.

2. Decomposition of Word Vectors: Each word vector w is
decomposed into two parts: a neutral component w(a) and a
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gendered component w(g):

w = [w(a); w(g)] (6.3)

where w(a) ∈ Rd−k and w(g) ∈ Rk, with k being the number of
dimensions reserved for gender information.

3. Objective Function: The optimization objective J combines
three components of word proximity JG, gender definition align-
ment JD and Gender Neutrality component JE .
JG captures word proximity following the original GloVe objective:

JG =
V∑

i,j=1
f(Xi,j)

(
wT

i w̃j + bi + b̃j − log Xi,j

)2
(6.4)

Where f(Xi,j) is a weighting function to reduce the influence of
high-frequency co-occurrences, and bi, b̃j are bias terms.
JD aligns gendered dimensions for gender-definition words:

JD = −

∥∥∥∥∥∥
∑

w∈ΩM

w(g) −
∑

w∈ΩF

w(g)

∥∥∥∥∥∥
1

(6.5)

This term ensures that male-definition words (ΩM ) and female-
definition words (ΩF ) are aligned in the gendered component.
Lastly, JE ensures gender-neutral words w ∈ ΩN are neutral in
the embedding space.

JE =
∑

w∈ΩN

(
vT

g w(a)
)2

(6.6)

vg is the gender direction i.e., it is a vector that represents the
gender subspace within the embedding space. It is estimated
by averaging the differences between the embeddings of male-
definition words and female-definition words. Specifically, vg is
computed as follows:

vg = 1
|Ω′|

∑
(wm,wf )∈Ω′

(w(a)
m − w

(a)
f ) (6.7)
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Where Ω′ is a set of predefined gender word pairs and w
(a)
m and

w
(a)
f are the neutral components of the embeddings for the male

and female words in the pair, respectively. This term ensures that
the neutral component w(a) of gender-neutral words (ΩN ) remains
in the null space of the gender direction vg.
Finally, we combine the three loss components as

J = JG + λdJD + λeJE (6.8)

where λd and λe are hyperparameters controlling the importance
of each component.

During the training of the GN-GloVe model, vg is used to ensure that
the neutral component w(a) of gender-neutral words remains orthogonal
to this gender direction, thereby reducing gender bias.

This allows for the use of word representations that exclude the
gender coordinate. They achieve this by using two groups of male/female
seed words and encouraging words from different groups to differ in
their last coordinate. Additionally, they ensure that the representation
of gender-neutral words (excluding the last coordinate) is orthogonal to
the gender direction. We further optimize the combined objective using
SGD. The gender direction vg is estimated by averaging the differences
between male and female word pairs and is kept fixed during each epoch.
The GN-GloVe embeddings are evaluated on their ability to isolate
gender information while preserving word proximity. The debiased
Glove embeddings (GN-GloVe embeddings) improve performance in
downstream tasks, such as coreference resolution, by reducing gender
bias. This approach attempts to eliminate bias during training rather
than in post-processing, which is considered more effective. However,
the bias is not entirely removed but hidden; the underlying associations
in the embedding space remain biased.

6.2 Post-training Debiasing Strategies:

6.2.1 Hard debiasing

Hard debiasing (Bolukbasi et al., 2016) is a technique aimed at ensuring
that gender-neutral words do not exist in the gender subspace and
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remain at an equal distance from equality pairs like ‘he-she’ (Bolukbasi
et al., 2016). This process involves subtracting the projection of the
embedding on the bias direction from the vector. The key steps in hard
debiasing are:

1. Identify Gender Subspace: This involves defining a gender
direction based on the principal component of gender pair differ-
ences e.g., ‘she-he’ (See Section 3.2.2). In other words, for each
gender pair (ui, vi) we compute the difference vector di = ui − vi.
Further, we stack these difference vectors and perform PCA on
them to find the principal components that capture the most
variance. The top principal component is typically considered as
the gender direction g.

2. Project and Neutralize: The embedding of gender-neutral
words is projected onto the gender direction. For each word em-
bedding w, we project it onto the identified gender direction g to
obtain wg = (w.g). This projection captures the gender-specific
information in the embedding. This projection is then subtracted
from the original vector to neutralize the bias. In other words,
we subtract the gender projection from the original embedding
to neutralize it and obtain w′ = w − wg. This ensures that the
gender-neutral words do not have any component in the gender
direction.

By only modifying the gender-neutral words, the method preserves
the useful properties of the embeddings, such as semantic relationships
and analogy-solving capabilities. However, the hard debiasing approach
may remove certain distinctions that are valuable in specific applications
which might cause the meaning of some phrases which rely on gender-
specific meanings to be lost. In addition, hard debiasing might not
eliminate all forms of bias. Some biases might persist in other dimensions
of the embeddings.

6.2.2 Soft Debiasing

Soft debiasing (Bolukbasi et al., 2016) recognizes that sometimes gender-
specific terms contain more meaning that is required to be captured,
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and a complete neutralization might not be desirable. Instead, it aims to
‘soften’ the effect of gender bias on the embeddings based on a parameter
λ which controls the extent of debiasing, allowing for a partial reduction
of bias rather than complete neutralization. The steps include:

1. Identify Gender Subspace: Similar to hard debiasing (step 1 in
Section 6.2.1), the gender direction is identified.

2. Adjust Based on Parameter: Instead of fully neutralizing, the
embeddings are adjusted only to the extent defined by λ. If λ = 0,
it is essentially the same as hard debiasing, while higher values
of λ allow more of the original gender associations to remain
(Bolukbasi et al., 2016). In other words w = w − λ(w.g).

Soft debiasing strikes a balance between reducing bias and maintain-
ing some level of gender-specific information that might be contextually
important. For instance, gendered nuances in certain professional titles
or roles can be preserved to reflect realistic and meaningful distinctions.
By only partially reducing bias, the method ensures that useful prop-
erties of the embeddings, such as semantic relationships, are largely
preserved.

In general, while hard debiasing focuses on complete neutralization,
soft debiasing allows for a more controlled adjustment.

6.3 Debiasing in Static vs Dynamic Embeddings

This section examines the differences between debiasing approaches for
static and dynamic embeddings.

Static embeddings, such as Word2Vec and GloVe, represent words
with fixed vectors regardless of their context (Mikolov et al., 2013;
Pennington et al., 2014). These embeddings capture biases present in
the training data, leading to associations that reflect societal stereotypes.
For example, words like ‘engineer’ might be more closely associated
with male pronouns, while ‘nurse’ might be more closely associated
with female pronouns. On the other hand, dynamic embeddings (or
contextualized embeddings), such as ELMo (Peters et al., 2018a), BERT
(Devlin et al., 2018a), and GPT (Brown et al., 2020), generate word
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vectors that change depending on the context in which the words appear.
These embeddings capture more nuanced meanings but also encode
more complex forms of bias because they consider a broader context.

The primary distinction between debiasing static and dynamic em-
beddings lies in their handling of context. Static Embeddings are easier
to debias using straightforward projection techniques (soft or hard
debiasing); well-suited for tasks where context is less critical. Static em-
beddings require simpler debiasing techniques that focus on the inherent
associations within the word vectors. In contrast, dynamic embeddings
necessitate more sophisticated approaches that consider the context-
dependent nature of the word representations. They are also complex
to debias and require advanced techniques like data augmentation and
contextual neutralization.

Studies have shown that contextualized word embeddings are gener-
ally less biased than static ones, even when the latter are debiased. This
is demonstrated through several measures. For example, it has been
shown that for contextualized embeddings like ELMo, PCA reveals that
the embeddings encode gender information in two principal components,
whereas static embeddings like GloVe typically show only one principal
component for gender. This indicates that contextualized embeddings
capture more nuanced gender information (Zhao et al., 2019). In addi-
tion, contextualized embeddings tend to show a lower direct bias (how
closely certain words align with gender vectors) compared to static em-
beddings (Basta et al., 2019). Contextualized embeddings also generalize
gender bias less effectively than static embeddings. Classification tasks
using contextualized embeddings achieve lower accuracy in predicting
the gender of occupations compared to static embeddings, indicating
less bias (Basta et al., 2019).



7
Method-Level De-biasing

In this chapter, our attention is directed towards strategies for reducing
gender biases in information retrieval systems during their training pro-
cess. Three primary methods have been utilized for this purpose: Loss
Function Regularization, Adversarial Training, and Query Reformula-
tion. Loss Function Regularization entails introducing a bias-regularizer
term into the neural ranker’s loss function. Adversarial training is em-
ployed to eliminate gender-related attributes from the intermediate
representation of query-document pairs through a mini-max game, and
query reformulation focuses on modifying the query such that the re-
trieved documents for the reformulated query are less biases. In the
following sections, we are going to explain each of these methods in
more detail.

7.1 Preliminaries

To lay the groundwork, let’s formally define an IR system. An IR system
operates with a set of queries, denoted as Q = {q1, q2, ..., qn}, and a
pool of documents represented as D = {d1, d2, ..., dm}. The goal is to
retrieve the top-n most related documents for each of the queries in Q,
from D.

111
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Let us assume there is a function Φ, which is able to calculate a
relevance score s between query qi, and the documents in the corpus D,
such that:

sij = Φ(qi, dj) (7.1)
For each query qi, the documents are sorted based on their relevance

score sij to the query. The same process is done for all of the queries in
Q, and, the outcome is a ranked list R including the queries and their
top-n most relevant documents.

It is important to note that the retrieval process may involve a
re-ranking stage. This stage employs a more powerful, albeit computa-
tionally expensive, model to re-rank the top-n retrieved documents for
each query. This additional step ensures a more accurate final ranked
list. Given the computational cost of the re-ranker, a practical approach
is adopted. Instead of using the computationally intensive model for
the entire document pool, a two-step process is implemented.

• Initial Retrieval: A lighter retriever, possibly based on the exact
matching of words in the query and documents, is employed to
quickly retrieve the top-n relevant documents from the entire pool,
which may consist of millions of documents. BM25 (Robertson,
Zaragoza, et al., 2009) is amongst the most widely employed
first-stage retrievals for re-ranking tasks.

• Subsequent Re-ranking: The top-n retrieved documents are then
subjected to the more computationally expensive re-ranker model–
usually a neural ranker–, which fine-tunes the ranking, enhancing
the precision of the final list by considering deeper contextual and
semantic relationships.

This strategic two-step process strikes a balance between computa-
tional efficiency and result accuracy, making it feasible to handle large
document pools.

Neural rankers employ deep neural networks as a function to predict
the relevance score sij between the quey qi, and the document dj . There
are two general architectures for the neural rankers, which are widely
adopted; bi-encoder architecture, and cross-encoder architecture. We
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are going to explain the detailed architecture and training strategies in
the following sections.

A bi-encoder architecture includes two separate networks (trans-
formers), namely, T1, and T2, one responsible for encoding the query,
and the other for encoding the document.

Eq = T1(qi), Ed = T2(dj), (7.2)

where Eq is the vector representation of the quey qi, and Ed is the vector
representation of the document dj . Then, to calculate the relevance
score between the query, and the document, cosine similarity between
their vector representations is employed.

sij = cos(Eq, Ed) (7.3)

In cross-encoder architecture, query and document are concatenated,
and the concatenated text is fed to the network (transformer), and a
joint vector representation E is generated for the combination.

E = T (qi ⊕ dj), (7.4)

where ⊕ is a sign for concatenation. The vector representation E, is
then fed to a Multi Layer Perceptron (MLP) so the relevance score sij

between the query qi, and the document dj is calculated.

sij = σ(WE + B), (7.5)

where σ is an activation function, and W , and B are weight and
bias matrices of the linear layer.

Training Strategies. For training the neural rankers, contrastive
training is employed. For each query, we have some relevant and some
irrelevant documents. there are two common strategies to train the
model to be able to discern relevant and irrelevant documents for the
queries.

1. Point-wise: In this strategy, each document is processed indi-
vidually, and is going to be classified as being either relevant or
irrelevant to the query. the relevant documents are labeled as 1,
and the irrelevant documents are labeled as 0. A binary cross
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entropy loss is applied between the predicted score si, and the
true label for each of the samples as follows:

L = − 1
N

N∑
i=1

[yi log(si) + (1 − yi) log(1 − si)] (7.6)

In this equation, N represents the total number of instances, yi

is the actual label for the ith instance, which can be 0 or 1, and
si denotes the predicted relevance score of the ith instance being
classified as class 1.

2. Pair-wise: In this scenario a contrastive learning strategy (Zou
et al., 2013) is employed. Within a marginal ranking loss, we
have the relevance score of the query, and the relevant document
which is going to be maximized during the optimization, and the
relevance score of the query and the irrelevant documents, which is
going to be minimized during the optimization. The loss function
is formalized as follows:

L = 1
n

N+∑
i=1

N−∑
j=1

max(0, m − T (qi ⊕ d+
j ) + T (qi ⊕ d−

j )), (7.7)

Where n is the total number of samples, N+ is the total num-
ber of relevant documents, N− is the total number of irrelevant
documents, and m is the margin for the loss function.

3. List-wise: In the list-wise loss function the true and predicted
distributions of the relevance scores of a list of documents for each
query are being compared. let us say that the relevance score of a
query qi with a dpcument dj in list of documents L is predicted as
sij . The probability of the document dj bering the top-1 document
is calculated as:

Ps(j) = exp(sij)∑n
k=1 exp(sik) (7.8)

Then the cross entropy between the true distribution of the proba-
bilities, and the predicted probability for each query is calculated



7.2. Loss Function Regularization 115

as:

L = −
n∑

j=1
Py(j) log(Ps(j)) (7.9)

Where, Py(j) is the true distribution of the relevance scores, and
n is the total documents in the list L for the query q.

Li et al. (2022) introduce a method called In-Batch Balancing Reg-
ularization (IBBR) aimed at reducing ranking disparities within sub-
groups. Specifically, we create a differentiable normed Pairwise Ranking
Fairness (nPRF) and apply T-statistics to nPRF across subgroups as a
form of regularization, enhancing fairness in the process.

7.2 Loss Function Regularization

The loss function is a crucial component in training a neural ranker as it
directly impacts parameter optimization and weight updates. Adjusting
the loss function to align with the intended application can significantly
influence the training process and achieve desired changes. Loss function
regularization to reduce gender biases has been employed in NLP for
debiasing the word embeddings (Qian et al., 2019), language models
(Barikeri et al., 2021), and language generation (Garimella et al., 2021).

The work by Qian et al. (2019) involves modifying the standard loss
function used in training language models. The authors introduce a
new term to the loss function that aims to equalize the probabilities of
male and female words in the model’s output. They use a pre-trained
GloVe word embedding and an LSTM language model, tuning various
hyperparameters to optimize performance. This new loss function en-
courages the model to treat gender pairs (like ‘he’ and ‘she’) equally,
thereby reducing gender bias.

Similarly, Bordia and Bowman (2019) focus on identifying and miti-
gating gender bias in word-level language models. The authors propose
a metric to measure gender bias in text corpora and the generated
text from recurrent neural network language models trained on these
corpora. They introduce a regularization loss term that minimizes the
projection of embeddings onto a subspace encoding gender information.
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Saunders and Byrne (2020) address the challenge of fine-tuning
neural machine translation (NMT) models to reduce gender bias without
losing general translation performance, which is often compromised due
to catastrophic forgetting. This is achieved through loss regularization,
specifically using Elastic Weight Consolidation (EWC). EWC helps
retain knowledge from the original domain while adapting the model
to a new, smaller, and more specific domain—in this case, a gender-
balanced domain. During training, a regularization term is added to
the original loss function, penalizing significant changes to parameters
crucial for the original task.

The study presented in (Park et al., 2023) addresses and reduces gen-
der biases in pre-trained language models (PLMs) used for coreference
resolution tasks. It identifies two primary types of gender biases: stereo-
type and skew. To mitigate these biases, two regularization techniques
are introduced during the fine-tuning phase: Stereotype Neutraliza-
tion (SN) and Elastic Weight Consolidation (EWC). SN neutralizes
gender information in stereotypical words by distancing them from
gender-inherent terms in the embedding space, while EWC preserves
the model’s essential linguistic capabilities by maintaining important
model parameters, thus preventing performance loss. Additionally, a
new metric called the Stereotype Quantification (SQ) score measures
the consistency of gender pronoun predictions. The effectiveness of these
methods and metrics is demonstrated on the WinoBias dataset, show-
ing notable reductions in gender biases while preserving the model’s
linguistic performance.

A general formulation of loss function regularization can be written
as:

Ldebias = G(L(θ, λ), λ′, L′(θ)) (7.10)

Where L is the initial loss function which is going to optimize the
parameters θ. In some cases, the regularization is done inside the loss
function with a coefficient λ. In some other cases, the regularization
is such that another loss function L′(θ) is interpolated with the initial
loss with the coefficient λ′, and as a result, the total loss is considered
as a regularized version of the initial loss L. The function G acts as



7.2. Loss Function Regularization 117

interpolating between the two losses L and L′.

7.2.1 Bias-aware Loss Function

Adjusting the ranking loss function to reduce gender bias in information
retrieval systems is presented in a paper by Seyedsalehi et al. (2022a).
The authors have proposed a loss function regularization method to
mitigate gender biases in neural ranking systems while maintaining
retrieval effectiveness. The core contribution of this work is a bias-aware
neural ranker that explicitly considers and penalizes gender bias in
documents during the ranking process. The proposed approach begins
by defining the problem. The ranker is expected to balance two main
objectives: maintaining retrieval effectiveness and reducing gender bias.
These objectives are mathematically formalized as follows:

U(Π̂, Q) ∼ U(Π, Q) (7.11)

β(Π̂, Q) < β(Π, Q) (7.12)

where Π is the state-of-the-art ranker, Π̂ is the fair ranker, Q is the
set of neutral queries, U represents the retrieval effectiveness, and β

represents the quantifiable measure of bias.
To achieve these objectives, the ranking loss function used in neural

rankers is adapted. The traditional ranking loss function is defined as:

L = 1
n

N+∑
i=1

N−∑
j=1

max(0, m − Φ(q, d+
i ) + Φ(q, d−

j )) (7.13)

where q is the query, d+
i and d−

j are relevant and irrelevant docu-
ments respectively, m is a margin, and Φ(q, d) is the relevance score of
document d with respect to query q. This function focuses on maximiz-
ing the relevance of positive documents and minimizing the relevance
of negative documents.

The bias-aware approach modifies this function to include a penalty
for gender bias. The modified relevance scores are:

ΦB(q, d+
i ) = Φ(q, d+

i ) − Ψ(d+
i ) (7.14)
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ΦB(q, d−
j ) = Φ(q, d−

j ) + Ψ(d−
j ) (7.15)

where Ψ(d) is the bias measure of document d. This leads to the
revised loss function:

L = 1
n

N+∑
i=1

N−∑
j=1

max(0, m − ΦB(q, d+
i ) + ΦB(q, d−

j )) (7.16)

To ensure that the ranker’s effectiveness is not overly compromised,
the penalty is applied only to negative documents:

L = 1
n

N+∑
i=1

N−∑
j=1

max(0, m − Φ(q, d+
i ) + ΦB(q, d−

j )) (7.17)

This approach introduces a bias term as a regularizer, which adjusts
the representation vectors in the embedding space, ensuring that biased
irrelevant documents are pushed farther from the query vector.

Extensive experiments were conducted using the MS MARCO
dataset and two sets of gender-neutral queries. The results demon-
strated that the proposed method consistently reduced gender bias
while maintaining or even improving retrieval effectiveness compared to
existing methods. The method proved robust across different pre-trained
contextual embeddings (ALBERT (Lan et al., 2020), ELECTRA (Clark
et al., 2020b), and DistilRoBERTa (Sanh et al., 2019)) and various
datasets, confirming its effectiveness in balancing bias reduction with
retrieval performance.

This approach addresses the critical need for fair and unbiased
information retrieval systems, ensuring that users are presented with
more equitable and representative search results without sacrificing the
accuracy and relevance of the information retrieved.

7.2.2 COntextual Document Embedding Reranking

The methodology described in (Zerveas et al., 2021) focuses on optimiz-
ing a retrieval model to score documents according to their relevance
to a given query while simultaneously imposing a neutrality constraint
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on the top-ranked documents. This is done to ensure that the retrieved
documents do not exhibit biases, particularly for gender.

The framework used for this purpose is the Contextual Document
Embedding Reranking (CODER) framework. This approach involves
several key steps:

1. Query Embedding: A pre-trained transformer encoder Z trans-
forms a tokenized query q of length w into a sequence of d-dimensional
embedding vectors:

Z = [z1; . . . ; zw] = Z(q; θQ) ∈ Rw×d (7.18)

An aggregator function g(Z) then extracts a single vector from these
embeddings. In this work, the query encoder from TAS-B, based on
DistilBERT, is chosen due to its effectiveness. The aggregation function
selects the output embedding corresponding to the first query token,
g(Z) = z1 ∈ Rd.

2. Document Scoring: A scoring function ϕ computes a scalar rele-
vance score si for each document embedding xi ∈ Rd, based on their
similarity to the query embedding g(Z). The set of N documents in-
cludes the ground-truth relevant documents and the top candidates
retrieved by an initial method such as BM25. Their embeddings are
precomputed by the document encoder of a dual-encoder model. The
scoring function uses a dot-product to evaluate similarity:

ŝ = ϕ(g(Z), X) = X · g(Z) ∈ RN (7.19)

3. ListNet Loss for Relevance: The parameters of the query encoder
are fine-tuned through the ListNet loss, which is equivalent to the KL-
divergence between the distributions over target relevance labels y and
the predicted scores ŝ:

Lu(y, ŝ) = DKL(σ(y)∥σ(ŝ)) = −
N∑

i=1
σ(y)i log σ(ŝ)i

σ(y)i
(7.20)

where σ denotes the softmax function.
4. Neutrality Loss: To impose neutrality, a neutrality loss term is

added, defined by the KL-divergence between the predicted scores and
the neutrality scores yn:
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Ln(yn, ŝ) = DKL(σ(ŝ)∥σ(yn)) = −
C∑

i=1
σ(ŝ)i log σ(yn)i

σ(ŝ)i
(7.21)

Here, C is the cutoff rank for considering neutrality (set to 10), and
yn are the neutrality scores based on the frequency of bias-indicative
terms.

5. Total Loss: The total loss function combines the relevance and
neutrality losses with a regularization coefficient λr:

Ltot = Lu + λrLn (7.22)

The methodology includes using a large set of negative documents
to effectively capture relevance and the use of the CODER framework
for joint scoring of candidate documents, which together form a ranking
context. The parameters of the encoder models are optimized to ensure
both high relevance and reduced bias in the top-ranked documents.

The approach is compared with adversarial training methods, show-
ing that the CODER framework achieves higher utility and fairness
with stable optimization dynamics and a predictable intensity of bias
mitigation.

7.2.3 In-Batch Balancing

Methods concentrating on in-batch balancing are designed to address
sample distribution within a batch and introduce regularization to the
batch loss.

The work by Li et al. (2022) focuses on mitigating ranking disparities
among demographic groups through in-batch balancing. This approach
incorporates a regularization term into the training loss function to
directly optimize for fairness alongside accuracy. This approach utilizes
the two-tower Dense Passage Retriever (DPR) model, which employs
two dense encoders, EP for passages and EQ for queries. These encoders
map the given text passage and input query to two d-dimensional
vectors. The similarity score between a query qi and a passage pi,j is
defined as the dot product of their vectors:

sim(qi, pi,j) = z⊤
qi

zpi,j (7.23)
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where zqi = EQ(qi) and zpij
= EP (pi,j).

The total loss function comprises two components: the ranking loss
and the fairness loss in which the ranking loss LRank measures the
ranking performance for each data pair si:

LRank = − log esim(qi,p
+
i,1)

esim(qi,p
+
i,1) +

∑K
j=2 esim(qi,p

−
i,j)

(7.24)

where p+
i,1 is the ground truth passage and p−

i,j are the non-clicked
passages.

To mitigate bias, the paper introduces the concept of in-batch
balancing, which includes two types of fairness loss functions:

1. Pairwise Difference (PD) Loss. The Pairwise Difference (PD) loss
LP

Fair measures the average ranking disparity between two groups (e.g.,
male and female) over a batch size B:

LP
Fair = 1

nmnf

∑
c∈P

[1:B]
m

∑
d∈P

[1:B]
f

(nPRFm(sc) − nPRFm(sd))2 (7.25)

here, P
[1:B]
m and P

[1:B]
f are sets of clicked passages belonging to male

and female groups over batch size B, and nm and nf are their respective
counts. The normed Pairwise Ranking Fairness (nPRF) metric nPRFm

is defined as:

nPRFm =

 1
nm1(si)n0(si)

∑
j∈gm1(si)

∑
k∈g0(si)

|R(pi,j)|21[R(pi,j) ≥ R(pi,k)]


1
2

(7.26)
2. T-statistics (TS) Loss. The T-statistics (TS) loss LT

Fair is based
on the ranking disparity but includes second-order statistics (variance)
of each group within the batch. It is defined as:

LT
Fair =

 (µ̂m − µ̂f )2√
v̂arm/nm + v̂arf /nf


2

(7.27)
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where µ̂m and µ̂f are the means of the nPRF scores for male and
female groups, respectively, and v̂arm and v̂arf are the variances.

The total loss function combines the ranking loss and the fairness
loss:

L
[1:B]
total = L

[1:B]
Rank + λL

[1:B]
Fair (7.28)

here, λ is a hyperparameter controlling the balance between the
ranking loss and the fairness loss. The fairness loss can be either the PD
loss or the TS loss, depending on the chosen regularization approach.

In-batch balancing regularization (IBBR) directly incorporates fair-
ness constraints into the training process of neural retrieval models.
By penalizing ranking disparities within each batch of training data,
the model learns to reduce biases while maintaining good retrieval
performance. The proposed nPRF metric, along with the PD and TS
loss functions, ensures that the model’s fairness is optimized in a dif-
ferentiable manner, making it suitable for integration into the training
process.

7.3 Adversarial Training

Adversarial training, an essential technique in machine learning, origi-
nated from the groundbreaking work by Goodfellow et al. (2020). Their
introduction of Generative Adversarial Networks (GANs) laid the foun-
dation for this concept, where two neural networks—the generator and
the discriminator—are trained in a competitive framework. The gen-
erator creates data, while the discriminator evaluates it, pushing the
generator to produce increasingly realistic outputs.

Adversarial training for bias mitigation has been employed in many
different areas, each requiring tailored adversarial attack designs based
on specific applications. For example, in the paper by Yang et al. (2023),
the authors introduce an adversarial training framework to mitigate
algorithmic biases in clinical machine learning, specifically applied to
predicting COVID-19 status. The methodology involves training a neural
network-based classifier to predict outcomes while an adversary network
attempts to predict sensitive features like ethnicity and hospital location.
By optimizing the classifier to perform well while making the adversary’s
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task difficult, the model reduces bias according to the equalized odds
metric.

Similarly, Fleisig and Fellbaum (2022) present an adversarial learn-
ing framework aimed at reducing gender bias in sequence-to-sequence
(seq2seq) machine translation models. The methodology involves fine-
tuning large pre-trained language models using an adversarial objective
that minimizes the gendered information in sentence embeddings. The
protected variable, gender, is defined using two methods: a ‘gender direc-
tion’ derived from principal component analysis on sentence encodings
and a simpler pronoun usage heuristic. The framework was tested on
English-German and English-French translation tasks, demonstrating
significant reductions in gender bias while maintaining or even slightly
improving overall translation quality.

In the field of neural dialogue generation, an adversarial learning
framework called Debiased-Chat, proposed by Liu et al. (2020), ad-
dresses gender bias in dialogue systems. The methodology involves
using a disentanglement model to separate unbiased gender features
from biased ones in dialogue utterances. The dialogue model is trained
adversarially to generate responses containing only unbiased gender
features while excluding biased ones.

Furthermore, Zhang, Ananiadou, et al. (2022) employ adversarial
training to mitigate gender bias in text emotion detection by jointly
training emotion detection and gender prediction models. This method
uses CNN and Transformer-based emotion detection models, where the
initial layers generate representations fed into a decoder for emotion
prediction and an adversary for gender prediction. The adversarial
framework aims to minimize the emotion detection loss while maximiz-
ing the adversary’s loss, thus reducing gender-specific features in the
emotion model. The training process includes a pretraining phase for
individual model performance and an adversarial phase to balance emo-
tion prediction accuracy and gender bias reduction, effectively reducing
bias with minimal impact on overall performance.

Additionally, Chowdhury et al. (2021) introduce the Adversarial
Scrubber (ADS) framework, designed to eliminate demographic informa-
tion from textual data representations while preserving task performance.
ADS employs an adversarial learning approach involving four modules:
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Encoder, Scrubber, Bias Discriminator, and Target Classifier. The En-
coder generates contextual representations, the Scrubber refines them
to exclude demographic information, and the Bias Discriminator and
Target Classifier aim to predict demographic attributes and task labels,
respectively. The framework’s efficacy was theoretically validated and
empirically tested on eight datasets, demonstrating that ADS effectively
minimizes demographic attribute information leakage while maintaining
high task performance.

In the context of information retrieval, Rekabsaz et al. (2021) have
proposed the method AdvBert. The AdvBert model builds upon the
BERT architecture by introducing an adversarial training mechanism
to mitigate biases in the relevance scoring process. The model consists
of three main components:

1. BERT Encoder: Encodes the input query-document pair into an
interaction embedding z.

2. Utility Network: Predicts the relevance score based on the inter-
action embedding z.

3. Adversarial Network: Predicts protected attributes (e.g., gender)
from the interaction embedding z.

The BERT encoder processes a query q and a document d and
produces an interaction embedding z = f(q, d), where f is the encoding
function. The utility network g then predicts the relevance score as g(z).
The adversarial network h aims to predict the protected attribute from
z, using a two-layer feed-forward neural network with a tanh activation
followed by a softmax layer, denoted as h(z).

The objective of adversarial training is to make the interaction
embedding z invariant to the protected attribute, thus reducing the
model’s bias. This is achieved through a min-max optimization problem,
where the adversarial network h tries to predict the protected attribute,
while the encoder f learns to make h fail in its prediction. The overall
objective function L is defined as:
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arg min
f,g

max
h

L = Lutil(q, X+, X−) − λ
(
Ladv(q, X+) + Ladv(q, X−)

)
(7.29)

here, Lutil is the utility loss (typically a max-margin or cross-entropy
loss) for predicting the relevance of positive (X+) and negative (X−)
documents, while Ladv is the adversarial loss (cross-entropy loss) for
predicting the protected attribute. The parameter λ controls the weight
of the adversarial loss.

The adversarial network is trained to minimize the cross-entropy
loss Ladv:

Ladv(q, X) = LCE(h(f(q, d)), l) (7.30)

where LCE is the cross-entropy loss and l is the label indicating the
presence of the protected attribute.

To optimize the encoder f and the utility network g, a gradient
reversal layer (GRL) is introduced between the encoder and the adver-
sarial network. The GRL acts as an identity function during the forward
pass but multiplies the gradient by −λ during backpropagation. This
forces the encoder to learn representations that are informative for the
utility task but uninformative for the adversarial task. The adversarial
training procedure involves:

1. Initialization: The parameters of the encoder f and utility network
g are initialized using a pre-trained BERT model fine-tuned on
the original training data.

2. Adversarial Training: The adversarial network h is trained using
a balanced dataset of gendered and non-gendered data points to
ensure effective learning.

3. Joint Optimization: The entire model (encoder, utility network,
and adversarial network) is jointly optimized using the adversarial
training objective.

This adversarial training setup aims to balance the trade-off between
fairness and utility by ensuring the relevance scores are less biased while
maintaining high prediction performance.
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7.4 Query Reformulation

Sparse representations, commonly known as bag-of-words models, have
been a foundational technique in information retrieval for many years.
Their simplicity and efficiency make them widely popular. However, like
other representation techniques, they can be susceptible to gender biases.
This section uncovers how gender bias can be subtly manifested in such
representations and offers solutions to rectify this (Doughman et al.,
2021; Bigdeli et al., 2021a; Bigdeli, 2021). More specifically, we focus
on how query refinement methods such as weighted query expansion
can help mitigate gender biases in retrieved documents (Bigdeli, 2021).

The foundational role of sparse representations, particularly the
bag-of-words (BoW) model, cannot be overstated in the domain of
information retrieval (IR). Originally developed as a simple yet effective
means of text representation, the BoW model treats documents as a col-
lection of words, disregarding grammar and word order but preserving
multiplicity. This method has historically facilitated the implementation
of various IR tasks due to its simplicity and computational efficiency.
Moreover, its widespread adoption has catalyzed significant advance-
ments in search technologies, making it a critical area of study within
the field (Manning, 2008). Despite its limitations, such as the inability to
capture semantic relationships between words, the BoW model remains
a pivotal component in the evolution of text representation techniques.

As research progresses, it is imperative to address the gender biases
inherent not only in traditional IR models like BoW but also in more
sophisticated approaches such as neural embeddings. Neural embeddings,
which represent text in continuous vector spaces, have been praised
for their ability to capture deep semantic meanings that BoW models
cannot. However, they also inherit and sometimes amplify biases present
in the training data. Researchers such as Bolukbasi et al. (2016) have
highlighted how word embeddings can exhibit stereotypical gender
biases, with analogies like ‘man is to computer programmer as woman is
to homemaker’ emerging from the models. This revelation underscores
the necessity of examining gender biases across various representation
models to develop more equitable IR systems. By studying these biases
in both traditional and advanced models, researchers can gain insights
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into the mechanisms of bias propagation and intervention, setting the
stage for comprehensive analyses and the development of debiasing
techniques.

Thus, a thorough examination of representation techniques—from
the basic bag-of-words to the complex neural embeddings—is crucial
for advancing the field of IR towards more fair and unbiased systems.
Investigating how gender biases manifest and are perpetuated by these
models provides a clearer path to mitigating such biases. It is not only
a technical challenge but also a societal imperative, as the outcomes of
biased models can have profound implications on information access and
equity in the digital age. By engaging with both historical and cutting-
edge technologies, the research community can better understand and
tackle the multifaceted nature of bias in information retrieval systems.

The study of sparse representation models, such as the bag-of-words
(BoW), in the field of information retrieval (IR) reveals a critical but
often overlooked aspect: the manifestation of gender bias within these
frameworks. Sparse models, characterized by their straightforward ap-
proach to document representation, tend to encode and perpetuate
biases present in the data they process. Since these models treat docu-
ments as mere collections of word occurrences, they lack the semantic
depth to discern contextual nuances that could mitigate inherent biases.
This can lead to skewed retrieval outcomes where documents reflect
stereotypical or biased views, impacting the fairness and objectivity of
search results and recommendations. The implications of such biases
are profound, influencing how information is accessed and perceived by
users, potentially reinforcing harmful stereotypes (Robertson, Zaragoza,
et al., 2009).

Despite their foundational role in both academic research and in-
dustry applications, sparse representation models have not received
as much attention for bias mitigation as their neural counterparts. In
recent years, the focus of bias studies and mitigation efforts in IR has
shifted towards neural-based rankers and embeddings. These advanced
models offer richer semantic representations and have been the subject
of extensive scrutiny regarding how they encode, propagate, and can be
adjusted to handle biases (Bolukbasi et al., 2016). This shift in focus is
partly due to the complex nature of biases in neural models and their
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increasing dominance in state-of-the-art IR systems. However, the less
sophisticated sparse models are still widely used, especially in scenarios
requiring computational efficiency and simplicity, which means that
biases in these systems continue to affect a significant portion of users.

Highlighting this oversight is crucial for advancing the field of IR
towards more equitable practices. There is a pressing need for more
comprehensive research into how gender biases manifest in sparse repre-
sentations and to develop effective strategies for their mitigation. This
entails not only identifying the biases but also understanding their
implications for the retrieval process and ultimately the end-users. By
increasing awareness and research focus on sparse models, the IR com-
munity can ensure a more balanced approach to bias mitigation across
different technological frameworks, fostering fairness and accuracy in
retrieved documents. This effort is essential for building trust in infor-
mation systems and for ensuring that advances in technology benefit
all users equally.

Bias mitigation in IR systems, particularly those utilizing sparse
representations like the bag-of-words (BoW) model, can significantly
benefit from sophisticated query refinement techniques. One effective
approach is weighted query expansion, which enhances the original
query by adding relevant terms weighted by their significance to reduce
bias and improve retrieval performance. This technique adjusts the
query to capture a broader and more balanced set of documents that
might otherwise be overshadowed by biased terms or associations in the
original query formulation (Carpineto and Romano, 2012).

Weighted query expansion works by identifying terms that are se-
mantically related to the original query but are less likely to carry gender
biases. For instance, in a job-related search, terms like ‘engineer’ might
traditionally retrieve documents that skew toward male-associated con-
texts. By expanding the query to include neutral or female-associated
terms with calculated weights, the system can counteract this skew,
leading to a more gender-balanced retrieval. This method not only
broadens the search but also strategically alters the emphasis placed
on certain terms, thus promoting fairness in the documents retrieved.
Researchers like Diaz and Metzler (2006) have shown that such expan-
sions can effectively diversify search results and enhance the relevance
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and fairness of the retrieval process.
The potential impact of applying weighted query expansion in sparse

IR systems is substantial. By integrating these refinements, systems
can move towards mitigating inherent biases, thus improving the accu-
racy and fairness of the search results. This approach aligns with the
growing need to ensure that IR systems serve all users equitably, pro-
viding access to information that is not only relevant but also unbiased.
Further research and implementation of these techniques can lead to
more sophisticated and socially aware IR technologies, fostering a more
inclusive digital information environment.

The methodology presented by Bigdeli et al. (2021a) focuses on
investigating whether the tradeoff between bias and utility in IR can be
mitigated. The authors propose a bias-aware pseudo-relevance feedback
(PRF) method to achieve this goal. The primary hypothesis of the
paper is that one can find a revised query q′ that maintains the same
level of utility as the original query q but significantly reduces bias
in the retrieved documents. The authors suggest that by considering
the degree of bias in the documents when selecting terms for query
expansion, they can generate a revised query q′ that is less biased.

The process begins by retrieving a set of documents Dq using an
initial query q with a retrieval method M . The documents in Dq are
then re-ranked based on both their relevance and their bias scores:

Reldebiased(d) = (1 − λ)Rel(d) − λBias(d) (7.31)

where d ∈ D, Rel(d) is the relevance of document d to query q,
Bias(d) is the bias score of document d, and λ is a linear interpolation
coefficient that balances the importance of relevance and bias. Lower
values of Bias(d) are desirable, hence they are subtracted from Rel(d).

Once the documents are re-ranked to produce Ddebiased,q, the re-
vised query q′ is developed using the RM3 strategy, a pseudo-relevance
feedback framework for query expansion. The revised query is formed
by selecting the top-n terms with the highest scores:

Scoret =
∑

d∈Ddebiased,q

(
P (t|d) log P (t|d)

P (t|C)

)
(7.32)
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here, P (t|d) is the probability of term t given document d, and
P (t|C) is the probability of term t in the entire collection C.

The terms in the revised query are weighted as follows:

Wdebiased(w, q) = αP (w|q) + (1 − α)P (w|Ddebiased,q) (7.33)

where α ∈ [0, 1] and

P (w|Ddebiased,q) =
∑

d∈Ddebiased,q

P (w|d)
∏
t∈q

P (t|d) (7.34)

This ensures that the weights assigned to the terms in the revised
query reflect their likelihood in the less biased set of documents.

The findings demonstrate that it is possible to revise the initial query
to maintain utility while significantly reducing bias. The paper concludes
that the tradeoff between bias and utility is not absolute, and it is feasible
to achieve both reduced bias and maintained utility through a bias-
aware pseudo-relevance feedback approach. This methodology lays the
foundation for considering fairness and utility as complementary rather
than competing aspects in information retrieval systems. By revising the
query using a bias-aware approach, the likelihood of including biased
terms in the revised query is reduced, leading to a less biased ranked
list of documents while maintaining retrieval effectiveness.



8
Challenges, Limitations, and Future Directions

In this section, we focus on highlighting the challenges and limitations
of studying gender bias in information retrieval systems. We illuminate
the difficulties associated with current metrics, datasets, and the limited
definitions of gender available for research purposes. More specifically,
we examine the properties of existing gender bias metrics from several
perspectives, identifying which aspects have been thoroughly explored in
previous work and which remain underexplored to enhance confidence in
the bias measurements and studies. Additionally, later on in this chapter,
we will discuss potential future research directions in this domain. We
conclude the chapter by urging researchers to consider a broader range
of psychological characteristics when quantifying biases and curating
datasets and to adopt more comprehensive and theoretically grounded
approaches for measuring and addressing gender biases.

8.1 Fairness Metrics Properties

A major challenge in quantifying gender bias within IR systems is the
lack of a solid foundational understanding of the issue. Historically, this
area has been relatively understudied, resulting in an incomplete grasp
of both the nature of gender biases and the methodologies for accurately
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measuring them. This gap in foundational knowledge has significant
implications for research and practice.

Researchers, confronted with the complexity of gender bias, have
often had to develop their own measurement methods, frequently relying
on assumptions and interpretations. As a result, the field is characterized
by a diverse array of metrics, each with its own strengths and limitations
(Qiu et al., 2023). While these metrics may be individually valid, they of-
ten yield inconsistent findings, complicating the interpretation of results
and obstructing the development of universally applicable strategies to
mitigate gender bias (Sheng et al., 2021). These inconsistencies raise
critical questions about the effectiveness of current bias mitigation ef-
forts and the accuracy of bias quantification. Ultimately, these issues in
measurement may hinder the adoption of bias-free systems in real-world
applications, as doubts about their effectiveness could emerge.

Developing reliable evaluation metrics requires not only a critical
assessment of existing methods but also the proactive creation of new,
more robust measures. Researchers should prioritize designing metrics
that are resilient to variations in datasets, algorithms, and other envi-
ronmental factors. These metrics would establish a stable foundation
for assessing gender bias, ensuring that the results are not significantly
affected by the peculiarities of the evaluation process.

Metrics for assessing biases in information access systems are cru-
cial for ensuring fair and effective operation (Ekstrand et al., 2021;
Sundararaman and Subramanian, 2022). In the context of gender bias
measurements, the robustness across different contexts to maintain in-
tegrity is crucial, as the nature and disclosure of gender bias can vary
significantly across different datasets, cultural contexts, and application
scenarios. Trustworthy is another pillar of reliable evaluation which
is also a key to building trust in the metrics and, by extension, in
the strategies developed to mitigate gender bias. For example, if two
metrics yield divergent results for the same set of data, it would be
challenging to determine the effectiveness of bias mitigation strategies.
This investigation ensures that the metrics are not just theoretically
sound but also practically applicable in real-world scenarios. As such,
in evaluating a metric for assessing bias related to sensitive attributes,
several critical dimensions must be considered. These include validity,
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reliability, generalizability, sensitivity, as well as scalability and efficiency
of the fairness metric. The metric should align with clearly defined no-
tions of fairness, whether counterfactual, individual, or group fairness.
This includes ensuring that similar cases are treated similarly and that
the metric does not inadvertently introduce or ignore discrepancies that
could affect fairness evaluations (Sun et al., 2022). Below, we will discuss
each of these dimensions, exploring existing research that addresses
these characteristics of fairness metrics in the context of gender bias in
IR. We will also identify areas where potential growth exists for future
research.

8.1.1 Validity

For metrics assessing gender bias in information retrieval systems,
ensuring the validity of the assessment is very important. Validity refers
to the metric’s ability to accurately measure what it is intended to
measure. The challenge in validating gender bias metrics lies in the
notion of gender bias being quite abstractive and non-measurable. A
common approach to validation of not-well-defined metrics on abstract
concepts would be to validate against human data annotation. However,
in this case, the human annotation could potentially introduce additional
biases and intensify the bias influence on the results.

Without thorough validation studies, it remains uncertain whether
these metrics align with actual societal and human perceptions of bias.
Furthermore, the validation process must account for different scenarios
in which the metrics are applied. For instance, the criteria for validating
a metric might differ when assessing results for a neutral query versus
a gendered query. Each scenario presents unique challenges and may
require distinct validation approaches to ensure the metric’s applicability
across various contexts. As such, there exists no universal validation
framework to ensure metrics validity.

Given these complexities, traditional methods of validation, such
as absolute-level assessments, may not be entirely effective for gender
bias metrics. Collecting human-level annotations on the degree of bias
in individual documents is challenging to calibrate accurately. A more
dynamic approach could involve pairwise preference-based assessments,
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where evaluators compare two sets of results for the same query to
determine which set exhibits a relatively more intense attribute (e.g.,
higher level of bias or fairness) (Clarke et al., 2020; Clarke et al., 2021;
Clarke et al., 2023). This method focuses on relative comparisons rather
than absolute values, which can be more informative for understanding
the nuances of bias in information retrieval systems.

Overall, the field not only lacks extensive validation of gender bias
metrics but also lacks sufficient research on how to effectively validate
them. This gap leaves us uncertain about what these metrics truly
measure and how accurately they reflect real-world biases. Future re-
search should explore validation techniques that can accommodate the
subjective and multifaceted nature of gender bias.

8.1.2 Reliability

Evaluation metrics need to be reliable; meaning they should consistently
produce similar results under similar conditions and accurately measure
what they are supposed to measure. Accurate measurement is vital,
but equally crucial is the consistency of these measurements across
different contexts. Without consistency, it becomes challenging to draw
meaningful and actionable conclusions.

Uniform behaviour among metrics would indicate whether the meth-
ods are effective regardless of the evaluation metric that is being used.
In the context of gender bias measurements, in (Klasnja et al., 2022),
the authors showed that while some metrics reliably detect highly biased
and unbiased queries, ambiguities arise for the data points in between
these extremes. The authors studied the level of agreement in commonly
used metrics such as ARaB and NFaiRR in different scenarios (Fabris
et al., 2020; Rekabsaz and Schedl, 2020; Rekabsaz et al., 2021). Their
studies imply that gender bias quantifiers tend to converge more consis-
tently at the extreme ends (highly biased or unbiased situations) but
show lower agreement for queries that fall in the intermediate range.
This suggests that current metrics might be less reliable for detecting
subtle forms of gender bias. The divergence between different gender
bias quantifiers, notably in the intermediate range of biases, implies that
a limited selection of metrics may not offer a comprehensive view of
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gender bias. Such variances might jeopardize the credibility of research
outcomes.

The inconsistency among existing metrics underscores the need for
more thorough and integrative research in this field. A stronger backbone
for these metrics can be developed through comprehensive studies that
combine theoretical underpinnings with empirical validations. This
entails a comprehensive exploration of the psychological characteristics
underpinning gender bias, a deeper understanding of the socio-cultural
factors at play, and a concerted effort to unify the disparate metrics
into a cohesive and validated set of tools.

8.1.3 Generalizability

A metric should accurately reflect bias in varying contexts and should
adapt to different types of data. A bias quantifier should be generalizable
enough to be applicable across various demographic groups and not
be confined to a specific attribute or scenario. An example of this
could be the appropriate handling of language usage that may differ
by region or group. One significant limitation of current studies is
their reliance on gendered language and the focus predominantly on
English language datasets. In general, the current gender bias metrics
highly rely on gendered pronouns and terms and therefore mainly not
applicable to non-gendered languages. This reliance raises questions
about the applicability of these metrics to non-gendered languages and
low-resource languages, where different linguistic structures and less
data availability might slow down the direct application of existing
methods.

In addition, the ability of the metric to effectively detect bias across
multiple facets—including gender, race, ethnicity, and others—without
requiring extensive customization for each new context would be highly
beneficial. This universality would enhance the utility and relevance
of the metric, making it a valuable tool in diverse settings and appli-
cations. Furthermore, while there is potential to adapt the concepts
used in gender bias metrics to other types of bias measurements, such
as those involving other sensitive attributes, the extent to which these
adaptations would be effective remains largely unexplored. For instance,
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adapting gender bias quantifiers to assess biases related to age, ethnic-
ity, etc could open new avenues for research. However, how effectively
these adapted metrics would measure other sensitive biases and in
what contexts they could be reliably applied have not been thoroughly
investigated.

8.1.4 Sensitivity

Sensitivity is another crucial aspect in the quantification of any at-
tributes, including gender bias in information retrieval systems. The
metric should be resilient to slight changes in both data and algorithms,
ensuring consistent and reliable measurements. An ideal bias quantifier
metric should exhibit minimal sensitivity to environmental settings
and hyperparameters. High sensitivity in these metrics can lead to
significant challenges in accurately assessing gender bias. If a metric’s
outcomes vary dramatically with minor changes in its parameters, it
becomes difficult to trust the consistency and objectivity of its results.
Such variability can cast doubt on the metric’s effectiveness, leading
to potentially misleading conclusions about the presence or severity of
gender bias.

Given that gender bias metrics rely heavily on predefined gender-
related term lists, Klasnja et al. investigate how altering these lists
can significantly impact bias measurements. The authors studied the
sensitivity of gender bias metrics for the gendered term lists they rely
on. They studied the effects of subsampling terms from comprehensive
gender-related terms which most of the gender bias quantifiers such as
ARaB (Rekabsaz and Schedl, 2020) and NFaiRR (Rekabsaz et al., 2021)
rely on. This methodological variation aimed to observe how the be-
haviour of each gender bias metric alters as the composition of gendered
terms changes. The findings were revelatory – slight modifications in the
list of gendered terms resulted in noticeable differences in the measured
biases across all metrics. This indicates that the metrics’ sensitivity to
the specific terms used can lead to substantial variability in gender bias
assessment. As a consequence of term list alterations the efficacy of
these metrics in differentiating between different degrees of gender bias
is questioned. As a result of this observation, we conclude that metric
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selection in evaluating gender bias is not trivial as it profoundly affects
the conclusions drawn (Stanovsky et al., 2019). Therefore, developing
gender bias quantifiers that maintain their stability and accuracy, ir-
respective of minor alterations in hyperparameters like gendered term
lists, is essential.

The dependency of gender bias metrics on psychological charac-
teristics has also been explored in (Klasnja et al., 2022). The authors
examine the correlation between gender bias metrics and psychologi-
cal attributes using tools like LIWC (Pennebaker et al., 2001a). Their
findings revealed that all examined metrics were highly correlated with
male references, indicating an inclination towards the male gender in the
metrics themselves. This brings two critical insights: first, the metrics
themselves may be biased toward male inclinations, resulting in biased
outcomes even when attempting to measure and mitigate bias. Second,
it highlights the intrinsic link between the psychological characteristics
of gender bias metrics and the choice of gendered terms.

8.1.5 Scalability and Efficiency

Efficiency and scalability are critical attributes for any metric designed
to measure bias in increasingly complex information retrieval systems.
As data volumes grow and models become more complex, the ability of
a metric to adapt without requiring extensive computational resources
becomes vital. Especially if they are being used to make decisions ad
hoc and at the inference time.

Many existing metrics for assessing gender bias are primarily based
on term frequencies, making them relatively inexpensive and fast to com-
pute (Rekabsaz and Schedl, 2020; Rekabsaz et al., 2021). This approach
leverages simple statistical methods that do not require heavy computa-
tional overhead, ensuring that the metrics can be applied quickly even as
datasets expand. Other groups of metrics utilize embedding representa-
tions of terms, which also contribute to computational efficiency (Basta
et al., 2019; Basta et al., 2021; Bolukbasi et al., 2016; Caliskan et al.,
2022; Chaloner and Maldonado, 2019; Kaneko et al., 2022; Zhao et al.,
2020). These metrics typically require only the embedded representation
of the text under assessment, operating primarily on projections onto
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gendered axes. This method, while slightly more complex than simple
term frequency analyses, remains computationally manageable. The
use of embeddings allows these metrics to capture deeper linguistic and
semantic aspects without significant computational costs.

To the best of our knowledge, there has not been extensive research
focused on studying the computational aspects of these metrics. However,
the general consensus within the community is that these metrics are
relatively cost-effective. This is supported by the absence of widespread
complaints regarding their computational demands, suggesting that
their efficiency has so far been adequate for current needs.

8.1.6 Positionality

As the field of responsible AI continues to grow, integrating concepts
like positionality becomes essential for understanding and mitigating
biases that affect model outcomes. Positionality in AI refers to the
acknowledgment of how the identities, experiences, and perspectives
of developers, data annotators, and end-users shape the creation and
performance of AI systems. IR systems play a key role in distributing
information across various contexts, from search engines to recommen-
dation systems and academic databases. Positional biases embedded in
these systems can influence how different groups are represented and
served, which can perpetuate stereotypes or marginalize voices that
are already underrepresented. In the context of IR, the understanding
of positionality in AI-based IR systems is vital because IR systems
are designed to mediate access to information based on user queries,
relevance models, and the content of indexed data.

There could be several sources of positionality in IR development,
including data and annotation biases (Posada, 2023). The content used
to train IR models is often annotated based on subjective standards of
relevance or quality. Positionality affects these annotations (Miceli et al.,
2022), since the interpretations of the annotators are influenced by their
worldviews (Kapania et al., 2023). This can result in data that dispropor-
tionately represents certain groups or reflects prevailing societal norms
rather than a more inclusive understanding of user needs. Their system
might also suffer from systemic Bias Reinforcement. IR systems often
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learn from user interaction data to improve relevance ranking. If these
interactions are themselves biased—favouring majority user behaviours
or perspectives—the system’s learning process reinforces these patterns.
This can result in search outputs that marginalize minority viewpoints
or perpetuate biases in content ranking and retrieval.

Integrating positionality into IR systems is not without its challenges.
One key difficulty is balancing the need for representative data with the
technical and practical constraints of system development. In addition,
there may be resistance within the industry to adopt reflexive practices
that challenge established norms or workflows.

8.2 Gender Definition

In this section, we highlight the critical gap in research on gender
definitions that transcend the binary paradigm, advocating for a more
encompassing understanding of the notion of gender (Niousha et al.,
2023). Historically, gender has predominantly been perceived within a
binary framework, often culminating in a constrained interpretation
across various fields, including but not limited to information-seeking
systems (Smith, 2021). Such an oversimplified perspective disregards
the complicated shades of gender identities, encompassing non-binary,
transgender, and other non-traditional categorizations. Several instances
where IR systems displayed inadequacies due to this limited gender
comprehension emphasize the pressing need for evolution (Krieg et al.,
2023; Wang et al., 2021). In this section, we acknowledge the reasons
for this limited exploration beyond the binary understanding of gender
are multifaceted.

Societal norms and cultural biases have historically upheld binary
gender definitions. Historically, the concept of gender has predominantly
been constrained within a binary framework, wherein individuals are
classified strictly as male or female. This binary perception of gender
has deeply permeated various fields, including IR and NLP, influencing
how data is structured, how algorithms are designed, and ultimately,
how users interact with these systems. In other words, technological
models were initially built reflecting the societal constructs of their time,
therefore, inadvertently reinforcing this binary notion. Such a simplified
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understanding leads to oversimplifications in the treatment of gender,
often ignoring other aspects of realities experienced by individuals who
do not conform to this binary classification. This historical bias not
only reflects but also reinforces societal norms and prejudices, thereby
perpetuating a cycle of exclusion and misunderstanding within techno-
logical applications. As the modern world becomes increasingly aware
of diverse gender identities, the collective call for a more holistic and
inclusive approach intensifies. Embracing and integrating this extensive
spectrum of gender identities is paramount to developing information
retrieval systems that truly serve all users equitably.

The limitations imposed by a binary view of gender have con-
crete repercussions on the functionality and fairness of IR systems.
For instance, systems that categorize users strictly as male or female
fail to acknowledge and serve non-binary, transgender, and other non-
traditionally gendered individuals (see Chapter 2). This oversight can
lead to a lack of personalized and relevant search results and recom-
mendations, affecting user satisfaction and system efficacy. In more
critical applications, such as healthcare information retrieval, the failure
to recognize and appropriately address diverse gender identities can
result in significant disparities in the quality of information provided,
potentially affecting the health and well-being of underserved popula-
tions. These examples highlight the pressing need for IR systems to
move beyond binary classifications and towards more inclusive, nuanced
understandings of gender that reflect the diversity of users’ identities
and experiences.

The imperative to transcend the binary definition of gender in IR
research and application is driven by both ethical considerations and
practical necessity. As societal awareness and acceptance of diverse
gender identities increase, there is a corresponding expectation for
systems to evolve to accommodate this diversity. Recognizing non-
binary, genderqueer, transgender, and other identities is essential not
only for the inclusivity and fairness of IR systems but also for their
accuracy and effectiveness. The modern world’s acknowledgment of these
identities increases the demand for IR systems that can understand and
cater to a broader spectrum of user needs and experiences. Moreover,
as the data on gender diversity grows, the opportunity to innovate
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and improve these systems by incorporating a more comprehensive
understanding of gender becomes possible and increasingly important.

Advocating for an inclusive approach in the development of IR
systems involves acknowledging the full spectrum of gender identities
and ensuring these perspectives are integrated into the technology we
create. This advocacy is crucial in fostering equitable systems that serve
all users effectively. Inclusive systems are more likely to be fair and
unbiased, which is increasingly important in a globalized society where
technology impacts a wide array of individuals with varied identities
and needs. Ultimately, the integration of diverse gender identities into
IR systems is not just a technical challenge but a moral imperative that
reflects the principles of equity and justice in technological development.

8.3 Datasets Limitations

In this section, we examine the ongoing challenge of creating datasets
that are genuinely diverse and representative, a priority that the IR
community must urgently address (De-Arteaga et al., 2019). Datasets
are foundational to the development, benchmarking, and evaluation of
IR systems (Krieg et al., 2023). However, many commonly used datasets
come with their set of biases and limitations. Skewed representations,
particularly those that underrepresent certain gender identities, can
have a domino effect, resulting in biased IR systems (Kopeinik et al.,
2023). Ethical dilemmas further complicate the matter, especially when
it comes to annotating gender in datasets (Fekih et al., 2022). Manual
annotations, while time-consuming and costly to collect, can perpetuate
existing biases if not performed with careful consideration. Furthermore,
as we recognize the importance of representing the diversity of human
experiences, there is an increased emphasis on ensuring datasets span a
range of cultures, languages, and identities.

Datasets are fundamental to the development, benchmarking, and
evaluation of IR systems, highlighting the crucial importance of proper
dataset curation. Effective dataset curation not only supports robust
system development but also ensures the reliability and validity of
benchmarks used across the research community (Krieg et al., 2023).
Well-curated datasets enable researchers and developers to generate
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meaningful insights and drive innovations, making dataset curation a
critical focus in IR research. However, this task presents significant
challenges, given the complexity of capturing a comprehensive snapshot
of human knowledge and interaction, especially as digital data continues
to grow in volume and diversity. As the IR community advances, it is
imperative to prioritize the creation of rich, diverse, and well-structured
datasets to support the next generation of retrieval technologies and
applications, ensuring they are both effective and relevant to a wide
range of user needs.

Curating datasets that involve sensitive topics, such as gender iden-
tity, presents unique challenges beyond those encountered in traditional
dataset construction. Sensitive topics require a nuanced approach to
data collection and annotation, where ethical considerations and the po-
tential for harm must be carefully balanced against research objectives
(Fekih et al., 2022). The complexity is further compounded by the need
to accurately represent diverse perspectives and experiences without
imposing a dominant cultural or societal bias. These datasets must
be handled with a heightened awareness of privacy, consent, and the
potential for re-identification. Researchers must navigate these ethical
waters while striving to construct datasets that genuinely reflect the
multifaceted nature of human identity, which is essential for developing
IR systems that are truly inclusive and fair.

Inherent biases and limitations in commonly used datasets can
significantly skew the development and performance of IR systems
(Kopeinik et al., 2023). These biases often stem from non-representative
sample populations, where certain demographics, especially marginalized
groups, are underrepresented. This lack of diversity can lead to systems
that perform well for the majority but fail to address the needs of all
users equitably. Recognizing and correcting these biases is crucial for
developing IR systems that offer equal access and quality of information
across diverse user bases. To combat these limitations, there is a growing
emphasis on creating datasets that are diverse and representative of
various cultures, languages, and identities. Such comprehensive datasets
are fundamental to building equitable and inclusive systems that can
serve the global community effectively and sensitively.

The annotation of gender in datasets presents significant ethical chal-
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lenges, especially with manual annotations, which are time-consuming
and potentially costly. If not approached with a critical and informed
perspective, there is a considerable risk of perpetuating existing biases
(Fekih et al., 2022). Ethical annotation practices must prioritize trans-
parency, informed consent, and the avoidance of reinforcing stereotypes.
Additionally, researchers must recognize the dynamic and subjective
nature of gender identity, which does not always fit into binary or static
categories. Developing guidelines and methodologies that respect par-
ticipant identities while ensuring data accuracy and utility is a delicate
balance that requires ongoing attention and refinement.

The intersectionality of biases, where gender bias intersects with
other demographic attributes such as ethnicity, adds significant com-
plexity to dataset curation and system development. These overlapping
biases can exacerbate the challenges of creating fair and balanced IR
systems, as the interaction between different identity facets can influ-
ence user experiences and system accuracy in nuanced ways. Addressing
these intersecting biases is essential for developing systems that are not
only gender-aware but also broadly inclusive. Achieving this requires
a holistic approach to dataset creation and algorithm design, one that
accounts for the full spectrum of human diversity and the various ways
biases can manifest and interact.

8.4 Future Directions

In this section, we study potential paths for future research on gender
bias in information retrieval systems. We note that the quest for fair
and unbiased IR systems is a continuous journey. As our understanding
of gender evolves, IR systems must remain agile and adaptable. Beyond
just gender, there is a growing acknowledgment of the need to study
fairness in the broader sensitive attribute context, encompassing biases
like race, age, or socio-economic status. Intersectionality, the interplay of
multiple biases, adds another layer of complexity to this endeavour. As
the field progresses, there’s a growing emphasis on making IR systems
transparent in their operations and methodologies, ensuring users have
a clear understanding of how information is retrieved. Several key areas
warrant attention for future research and development. These directions



144 Challenges, Limitations, and Future Directions

aim to build upon existing foundational work while advancing the
creation of more inclusive, equitable, and effective IR systems.

8.4.1 Intersectionality and Multidimensional Biases

While substantial progress has been made in understanding and miti-
gating gender bias, future research must explore the intersectionality
of biases. Intersectionality refers to the complex, cumulative manner
in which different forms of discrimination—such as those based on gen-
der, race, socioeconomic status, and ethnicity—intersect and interact.
Addressing gender bias in isolation may lead to incomplete solutions,
as individuals’ experiences of bias are often multifaceted. Future work
should focus on developing methodologies that consider the interplay of
multiple biases, ensuring that IR systems provide equitable access to
information for all users, regardless of their intersecting identities.

8.4.2 Beyond Binary Gender Classifications

Current IR systems largely operate within a binary framework of gender,
which does not account for the diverse spectrum of gender identities
present in modern societies. Future research should explore how IR
systems can move beyond binary classifications to better serve users
who identify as non-binary, genderqueer, or with other non-traditional
gender identities. This includes developing datasets that accurately
reflect this diversity and creating algorithms capable of processing and
responding to gender in a more nuanced manner. Such advancements
would not only enhance the inclusivity of IR systems but also improve
their accuracy and relevance to a broader user base.

8.4.3 Addressing the Limitations of Annotated Datasets

The limited size of annotated datasets poses a significant challenge
to the reliable detection and analysis of biases in IR systems. Small
datasets can lead to overfitting, reduced generalizability, and unreliable
bias metrics. Future research should focus on developing methods for
efficiently expanding annotated datasets, including semi-supervised
learning, active learning, and crowdsourcing techniques. Additionally,
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creating benchmarks and standards for dataset annotation processes
will help ensure the quality and consistency of the data, enabling more
accurate assessments of bias and fairness.

8.4.4 Development of Robust and Reliable Fairness Metrics

The development of robust fairness metrics is critical for assessing and
mitigating bias in IR systems. However, current metrics often suffer from
reliability issues, including inconsistencies across different datasets and
contexts. Future research should focus on creating metrics that are not
only resilient to variations in data and algorithms but also consistently
reliable across diverse scenarios. These metrics should be validated
through extensive testing and benchmarking, ensuring that they can
detect biases accurately and consistently. Enhancing the reliability of
fairness metrics will be key to making meaningful progress in bias
mitigation.

8.4.5 Handling Multilingual Data and Cross-Cultural Biases

As IR systems are increasingly deployed in multilingual and multicul-
tural contexts, addressing the unique challenges of multilingual data is
essential. Biases can manifest differently across languages due to cultural
nuances, differences in language structure, and varying levels of data
availability. Future research should focus on developing methods for
detecting and mitigating biases in multilingual datasets, including cross-
lingual transfer learning and the creation of language-agnostic fairness
metrics. Additionally, ensuring that IR systems are culturally sensitive
and capable of fairly serving users from diverse linguistic backgrounds
is critical for achieving global inclusivity.

8.4.6 Real-Time Bias Mitigation

As IR systems increasingly operate in real-time, the ability to detect and
mitigate bias on-the-fly becomes crucial. Future research should explore
the development of real-time bias detection and correction mechanisms
that can be integrated into IR systems without compromising their
performance. This includes advancements in machine learning models
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that can adapt to new data and evolving biases, ensuring that IR
systems remain fair and equitable as they process information in dynamic
environments.

8.4.7 Definition and Scope of Sensitive Attributes

A clear and consistent definition of sensitive attributes is essential for
developing effective bias mitigation strategies in IR systems. Future
research should focus on establishing standardized criteria for what
constitutes a sensitive attribute, considering the socio-cultural context
and the potential impact on different user groups. This includes not
only traditional attributes like gender and race but also context-specific
attributes that may emerge as relevant in certain applications. Defining
sensitive attributes rigorously will guide the development of fairness
metrics and the creation of datasets that accurately reflect the diversity
of user identities and experiences.
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