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ABSTRACT

Neural embeddings have been effectively integrated into information retrieval tasks including ad hoc retrieval. One of the benefits of neural embeddings is they allow for the calculation of the similarity between queries and documents through vector similarity calculation methods. While such methods have been effective for document matching, they have an inherent bias towards documents that are sized relatively similarly. Therefore, the difference between the query and document lengths, referred to as the query-document size imbalance problem, becomes an issue when incorporating neural embeddings and their associated similarity calculation models into the ad hoc document retrieval process. In this paper, we propose that document representation methods need to be used to address the size imbalance problem and empirically show their impact on the performance of neural embedding-based ad hoc retrieval. In addition, we explore several types of document representation methods and investigate their impact on the retrieval process. We conduct our experiments on three widely used standard corpora, namely Chuweb99B, Chuweb12B and Robust04 and their associated topics. Summarily, we find that document representation methods are able to effectively address the query-document size imbalance problem and significantly improve the performance of neural ad hoc retrieval. In addition, we find that a document representation method based on a simple term-frequency shows significantly better performance compared to more sophisticated representation methods such as neural composition and aspect-based methods.
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1 INTRODUCTION

The low-dimensional and dense vector representation of terms based most recently on neural network models, known as neural (word) embeddings, has received growing attention within the information retrieval community. This representation model has shown to have desirable syntactic, semantic and geometric properties and is computationally practical to be used in real-world applications [15]. As such, neural embeddings have been incorporated into tasks such as language modeling [7], and query expansion [20], just to name a few. Ad hoc document retrieval literature has also explored the possibility of incorporating neural embeddings into the retrieval process. One of the focus areas of research in this domain has been to study the impact of the quality and type of embeddings on retrieval performance. The work by Zuccon et al. [21] was among the earlier work to systematically incorporate neural embeddings within the context of a translation language model and show that retrieval could be enhanced even if the embeddings were trained based on a completely separate corpus. Zamani and Croft [19] showed that neural embeddings trained on a global non-aligned corpus can improve query expansion and retrieval effectiveness.

In more recent work, researchers have considered the distinction between globally trained and locally trained neural embeddings and its impact on the retrieval process. For instance, Kuzi et al. [12] focus on training neural embeddings based on the document collection on which the queries will be executed. They found that locally trained embeddings, when interpolated with an effective retrieval model such as RM3 lead to a different set of more effective expansions terms that are complementary to the baseline and lead to increased retrieval effectiveness.

Neural embeddings, either trained locally or globally, can be incorporated into query likelihood (QL) models to provide a measure of similarity or relevance between query and document pairs, referred to as relevance functions and denoted by $\phi$. More succinctly, assuming a uniform prior and that $P(q_i|D)$ can be estimated by the relevance function $\phi$, query likelihood can be defined as:

$$
P(D|Q) \propto \prod_{q_i \in Q} \phi(q_i, D).$$

where $q_i$ is a query term and $D$ is the document. In this context, there have been strong work that provide various types of implementation for $\phi(q_i, D)$ based on term and/or semantic entity similarity [5, 9]. Within the context of neural embeddings, $\phi(q_i, D)$ can be viewed as the similarity of the vector representations for $q_i$ and $D$ that are trained on local or global corpora. A more systematic approach could be to generalize $\prod_{q_i} \phi(q_i, D)$ into $\Phi(Q, D)$, which is a relevance function for computing the similarity between $Q$ and $D$ depending on the vector representation of their constituting terms in $Q$ and $D$, i.e., $q_i$ and $d_i$, respectively. Kusner et al. [11] have suggested that a suitable method for calculating the similarity of two embedding vector collections, e.g., a query ($Q$) and a document ($D$), is the minimum cumulative distance of the best matching embedding pairs in the two documents.

There have been recent empirical studies based on Kusner’s work that show ad hoc retrieval based solely on neural embeddings cannot perform competitively with traditional keyword-based techniques such as the sequential dependence model (SDM) [1]. For instance, it was shown that when using pre-trained global neural embeddings, the performance of ad hoc retrieval can be as...
much as 40% and 60% worse compared to SDM on ClueWeb09B and ClueWeb12B corpora, respectively. One of the reasons for the poor performance is the need for the two embedding collections, one representing the query and one the document, to be sized relatively similarly. However, when dealing with calculating the similarity between a query and a document, i.e., $\Phi(Q, D)$, in most cases, if not all, the size of the document is significantly larger than the size of the query. Some studies have reported that the average search query length is 2.4 terms while documents often consist of hundreds of terms. As such and based on [11], the terms in the query would connect to the best matching terms in the document, for which a variety of options are available given the large size of terms in the document. On the other hand, the terms in the document would only have a limited number of options for being matched, i.e., equivalent to the number of terms in the query.

Given an increasing number of recent neural retrieval models such as [8, 10, 16] are based on the distance of embedding sets, it is essential to systematically explore how the query-document size imbalance problem can be addressed. The size imbalance problem is not as noticeable in keyword-based retrieval due to the requirement for matching common, ordered or un-ordered, n-grams across query and document spaces. However, in neural retrieval and due to a soft matching strategy, the size imbalance issue is an important consideration. Our work in this paper is among the first to address the size imbalance problem by proposing to apply document representation techniques in the context of neural ad hoc retrieval. On this basis, the objective of our work in this paper is two-folds: (1) To show how document representation techniques can be used to address the query-document size imbalance problem and the extent to which such a strategy can improve the performance of neural ad hoc retrieval; (2) To systematically compare the impact of different document representation techniques on the performance of neural ad hoc retrieval and determine whether there is a significant difference between such techniques.

In order to conduct systematic evaluation, we performed experiments on three widely used document collections, namely ClueWeb09B, ClueWeb12 and Robust04 based on TREC topics and their relevance judgments. We also adopted document representation techniques based on three non-overlapping principles related to (1) term frequency, (2) neural composition, and (3) document aspects. Summarily, we found that regardless of the document representation method used, the performance of neural ad hoc retrieval shows statistically significant improvement when a document representation technique is employed. Furthermore, our experiments showed that a simple term frequency based document representation, while quite inexpensive to compute, leads to the best performance on neural ad hoc retrieval and is statistically significant over other document representation techniques.

## 2 EXPERIMENTAL METHODOLOGY

**Corpora:** In our experiments, we used ClueWeb09 Category B dataset (ClueWeb09B), which consists of the first 50 million English Web pages of ClueWeb09, ClueWeb12 Category B (ClueWeb12B) dataset, which is a subset of over 50 million documents from the ClueWeb12 corpus as well as Robust04, which is a collection of over 500 thousand documents from Financial Times, the Federal Register 94, the LA Times, and FBIS. As proposed in [5, 18], we pooled the top-100 documents retrieved by SDM [14] per query, which were then re-ranked based on the work in this paper. Similar to [18], we used the SDM runs provided by [3], which is a well-tuned Galago-based implementation.

**Topics:** We used the standard TREC topics related to each of these corpora for the experiments. For ClueWeb09B: TREC topics 1-200, ClueWeb12B: TREC topics 201-250 and Robust04: TREC topics 301-450 and 601-650 were used.

**Neural Embeddings:** The neural embeddings used in this paper were the pre-trained word vectors learnt using GloVe [17] over the Common Crawl dataset with a dimension size of 300 and vocabulary size of 2.2 million terms (http://nlp.stanford.edu/data/glove.840B.300d.zip). The advantage of this embedding collection is that it is trained based on actual crawled Web pages and hence closely resembles an ad hoc retrieval scenario.

**Evaluation Metrics:** Retrieval effectiveness was evaluated with standard metrics including Mean Average Precision (MAP) and Normalized Discounted Cumulative Gain at 20 (NDCG@20).

**Base Retrieval Model:** The method proposed in [11] serves as the core foundation for several recent neural retrieval methods [8, 10, 16] and as such will serve as our base neural retrieval model in this paper. This method provides pairwise query-document similarity scores based on the similarity of two collections of neural embeddings, which are used to rank documents for each query. Let us assume that $E^Q$ is some representation of document $D$ produced by some document representation technique. Given $E^D$, it is possible to compute the similarity between $Q$ and $D$ by computing the distance between $Q$ and $E^D$ by connecting terms in $Q$ to the best matching terms in $E^D$. As defined in [11] and within the context of our work, matrix $T$ is a flow matrix in which $T_{i,j}$ shows to what degree term $i$ in $Q$ is connected to a term $E^D_j$ in $D$. Matrix $T_{i,j}$, which essentially determines what 'query term-document representation term' pairs from the query and document spaces should be connected to each other, needs to be learnt based on a linear optimization program. To this end, the distance between a query and a document can be calculated by minimizing the following linear optimization function based on specialized solvers:

$$ \Upsilon(Q, D) = \min \sum_{i=1}^{Q} \sum_{j=1}^{|E^D|} T_{i,j} \times d(i, j) $$

where $d(i, j)$ is the distance between query term $i$ and term $j$ from the document representation, denoted as $E^D_j$. The distance function $d(i, j)$ can be defined as the Euclidean distance between the neural embeddings of $q_i$ and $E^D_j$. To consider term frequency, the objective function is minimized with the following constraints:

$$ \sum_{i=1}^{Q} T_{i,j} = |E^D_j| $$
$$ \sum_{j=1}^{|E^D|} T_{i,j} = f(q_i) $$

where $f(q_i)$ is the normalized frequency of query term $q_i$ and $|E^D_j|$ is its frequency in the document. Hence, $P(D|Q)$ is estimated based on $\Upsilon(Q, D)$ and used to rank documents for each query.
Document Representation: The objective of document representation techniques is to develop a transformation from $D$ to $\mathbb{R}^D$, which would be a more appropriate representative of $D$ in the context of a certain task. We explore three main document representation techniques in this paper, namely term-frequency, neural composition, and aspect-based methods.

Term-frequency representation: The first document representation technique, which is quite inexpensive to compute, selects the top-$k$ terms that form $D$ with the highest tf-idf values. As such, $\mathbb{R}^D$ based on the tf-idf document representation technique would be a bag of terms with high discriminative power for the document in the corpus because the selected terms are frequent within the document and less frequent across the whole corpus. In our experiments, we performed 10-fold cross validation over the three corpora to determine the best value for $k$, which was deemed to be $10$ for all three corpora. This value for $k$ was used in our experiments.

Neural composition representation: The second document representation method that we adopt is based on the neural composition of terms within a document, known as paragraph vectors that is used to uniquely represent a document or a paragraph within a document [13] through a vector representation. Paragraph vectors are generalizations of word embeddings, i.e., Skipgram and CBOW [15], where an additional vector is learned for any sequence of terms, which represents the missing information of the current context and acts as a memory of the topic of the paragraph. The advantage of the paragraph vector representation is that it takes term order into account the same way as n-gram models would. This is important for our case as prior keyword-based models, such as the potential functions in SDM [14], have shown that n-gram overlaps are strong indicators of query-document similarity. We learn the representation of each document in the corpus based on Gensim’s implementation of paragraph vectors.1 Our experiments did not show statistically significant difference between the PV-DM and PV-DBOW variations of the paragraph vector model and hence we only resort to reporting the PV-DM model in this paper.

Aspect-based representation: There have been work in the literature that propose to view a document as a set of underlying aspects, which are disjoint components within a document that delineate the main topics within the document [4]. We develop such aspect-based representation of each document by viewing each document in graphical form denoted by $G = (V,E)$ where the nodes $V$ are the embeddings of the terms in the document and the weight of the edges $E$ are the vector similarity of the embedding representation of the terms. Within the document graph, aspects would be identified as highly modular sub-classes of nodes [6]. It is possible to find aspects in a document graph without the need for prior knowledge of the number of aspects based on a greedy algorithm with the time complexity of $O(n \log n)$ [2]. A sketch of the greedy algorithm includes the iterative merging of terms from the document graph as long as the degree of modularity increases. Merged nodes into clusters are then considered to be folded into singular nodes based on which the process of merging with other nodes in the document graph is repeated until no more increase in modularity is observed. The aspect-based representation of a document $D$ would consist of $c$ non-overlapping term clusters, each denoted as $V_i = \{ r_i^1, \ldots, r_i^{|D_i|} \}$, such that $V = \bigcup_{i=1}^c V_i$ and $V_i \cap V_j = \emptyset, \forall i,j$. The vector representation of each aspect would be the centroid of its member embeddings. It should be noted that $c$ is determined by the greedy heuristic.

### 3 FINDINGS

We conducted experiments on the three corpora using the base retrieval model with and without the different document representation techniques to explore whether the document representation techniques can address the query-document size imbalance problem and hence impact the performance of neural ad hoc retrieval.

---

1https://radimrehurek.com/gensim/models/doc2vec.html
The work in this paper focused on systematically exploring whether document representation techniques can help improve the performance of neural ad hoc retrieval techniques by addressing the problem of query-document size imbalance. The findings of our work can be summarized as follows:

(1) The application of document representation methods can significantly impact the performance of neural ad hoc retrieval methods regardless of the type of the document representation method that is used. Such improvement can be attributed to the need to balance the query and document sizes as assumed by the underlying similarity computation method.

(2) From among the document representation methods, the term frequency based representation, which is light weight to compute, shows the most significant improvement over both the base retrieval model as well as the other document representation techniques. The significant improvement can be observed in both the number of helped queries and the degree to which the queries are helped.

Our important finding is that the employment of a light-weight document representation technique, such as term frequency method, helps the performance of neural ad hoc retrieval significantly and as such is an essential pre-processing step in the process of neural ad hoc retrieval.

### Table 2: Help/hurt queries vs no document representation.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Document Representation</th>
<th>Helped</th>
<th>Hurt</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>ClueWeb09B</td>
<td>Term Frequency</td>
<td>151</td>
<td>30</td>
<td>5.03</td>
</tr>
<tr>
<td></td>
<td>Neural Composition</td>
<td>131</td>
<td>52</td>
<td>2.52</td>
</tr>
<tr>
<td></td>
<td>Aspects</td>
<td>129</td>
<td>51</td>
<td>2.53</td>
</tr>
<tr>
<td>ClueWeb12B</td>
<td>Term Frequency</td>
<td>42</td>
<td>7</td>
<td>6.00</td>
</tr>
<tr>
<td></td>
<td>Neural Composition</td>
<td>39</td>
<td>7</td>
<td>5.57</td>
</tr>
<tr>
<td></td>
<td>Aspects</td>
<td>38</td>
<td>8</td>
<td>4.75</td>
</tr>
<tr>
<td>Robust04</td>
<td>Term Frequency</td>
<td>168</td>
<td>30</td>
<td>5.60</td>
</tr>
<tr>
<td></td>
<td>Neural Composition</td>
<td>156</td>
<td>43</td>
<td>3.63</td>
</tr>
<tr>
<td></td>
<td>Aspects</td>
<td>160</td>
<td>38</td>
<td>4.21</td>
</tr>
</tbody>
</table>

The values of the performance measures are reported in Table 1. The table shows both MAP and NDCG@20 metrics when the document representation techniques have been applied and compares it when no document representation is used. As seen in the table, the application of the document representation techniques has resulted in statistically significant improvement over both MAP and NDCG@20. This shows that the reduction of the document size based on the document representation methods, which addresses the query-document size imbalance problem can significantly impact the performance of neural ad hoc retrieval.

Now, we also compare the performance of the different document representation techniques to each other. Our experiments show that while the neural composition and aspect-based representation are computationally expensive, they result in significantly weaker performance compared to the term frequency approach. This has been consistently observed across the three corpora and for both of the evaluation metrics. The improvement gained over both metrics as a result of the term frequency method is quite notable as it performs close to two times better on MAP and three times better on NDCG@20 on the different corpora. It is worth noting that the performance of neural composition and aspect-based methods are both statistically significant over the base retrieval model and similar compared to each other without statistically significant difference.

We further report the number of queries that have been helped or hurt based on the application of the document representation techniques compared to the base retrieval method according to change of MAP in Table 2. As expected, the term frequency method helps the highest number of queries and negatively impacts the lowest number of queries across the three corpora. The ratio of help to hurt queries is very significant in the term frequency based document representation method and consistently shows at least five times more helped queries compared to hurt queries. Figure 1 places the number of helped and hurt queries in context. As seen in the figure, the limited number of hurt queries have only been hurt to a much smaller extent compared to the degree that the other queries have been helped. For instance, in ClueWeb12B, the worst query has been hurt by $-0.017$, while the maximum helped query is improved by $+0.1902$, which is ten folds larger. A similar trend can be seen in the other two corpora as well.

### 4 Concluding Remarks

The work in this paper focused on systematically exploring whether document representation techniques can help improve the performance of neural ad hoc retrieval techniques by addressing the query-document size imbalance problem.